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SuperMix demonstration

1 Mixed models for continuous outcomes

1.1 The data

The data set used here is from the Television School and Family Smoking Prevention and
Cessation Project (TVSFP)(Flay et. al., 1988). The study was designed to test independent and
combined effects of a school-based socia-resistance curriculum and a television-based program in
terms of tobacco use and cessation. The data from the study included atotal of 1,600 students from
135 classrooms drawn from 28 schools. Schools were randomized to one of four study conditions:

a social-resistance classroom curriculum

amedia (television) intervention

a social-resistance classroom curriculum combined with a mass-mediaintervention, and
ano-treatment control group

o O O O

A tobacco and health knowledge scale (THKS) was used in classifying subjects as knowledgeable
or not. In its origina form, the student's score was defined as the number of correct answers to
seven items on tobacco and health knowledge.

Data for the first 10 students on most of the variables used in this section are shown below in the
form of an SuperMix spreadsheet file, named Tv2dat xls.

¥ tv2dat.ss3 _(of x|
Apply |

4] Schoal | [B] Class | IC] THKScare [ (D1 Intren | [E1 FieTHKS | (F1 CC | (G T [ 1H1 CCaTv [
a03] 403101
a3 403107
403 403107
403 403101
402 407107
403 403101
403 403101
402 407107
403 403101
403 40301
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The variables of interest are:
0 ScCHooL indicates the school a student isfrom (28 schoolsin total).
0 CLASS identifiesthe classroom (135 classroomsin total).

0 THKScore represents the post-intervention tobacco and health knowledge scale. It is
treated as a continuous variable here.
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0 PRETHKS indicates the pre-intervention THKS score.

0 Ccisabinary variable indicating whether a social-resistance classroom curriculum was
introduced, where O indicates “no” and 1 “yes.”

0 TV is an indicator variable for the use of media (television) intervention, with a “1”
indicating the use of mediaintervention, and “0” the absence thereof.

0 CCxTV was constructed by multiplying the variables Tv and ccC, and represents the cc
by TV interaction.

1.2 Graphical displays

Use the File, Import Data File... option to locate tv2dat.xIs in the continuous subfolder and click the
Open button to obtain the SuperMix spreadsheet file tv2dat.ss3. Right-click on the THKScore column
header to obtain the Column Properties dialog box and change the Header name to POSTTHKS.
Next, right-click on the Intrcp column and select the Delete Column option from the pop-up menu.
These changes are saved to TVSFP.ss3 in the examples\continuous folder.

Univariate graphs

The pop-up menu below shows the data-based graphing options currently available in SuperMix. As
a first step, we will take a closer look at the distribution of the total post-intervention scores
(POSTTHKS), which isthe potential dependent variable in this study. While scores such as these are
not truly continuous variables, they are often treated as if they were.

Bar chart
To do so, select the Univariate option from the Data-based Graphs menu as shown below.

Open Graph. .. kG Urivariate. . 100 000 0.a0
1.00 000 0.00

Bivariate. .,

e
B File Edt window Help o =
ﬁ Mew Project el
o= | Impork DataFile, .. g
Close Hs | D PRETHKS | ELLCC |FLTY | @Gy 4]
I 3.00 2.00 1.00 000 0.00)
 Mew Model Setup Chrl 400 400 100 000 0.00
| Open Existing Model Setup... ChHE 100 400 1.00 oan 000
© Comwerk MIX Definition File, ., Ckrl+M 400 300 100 000 0.00
: e Shirtre Al 4.00 3.00 1.00 000 (0.00
—  OpenSyntax File... 3.00 4.00 1.000  0.00 0.00
| | 2.00 2.00 1.00 000 (0.00
B Data-based Graphs Exploratary... 1.00  0.00 0.00

save i Mulkivariate. .. 1.00 000 0.00

Save As... . . 1.000  0.00 0.00

Exit 3.00 1.00 1.00 000 (0.00
— 4.00 2.00 1.000 0.00 f.oop =
A LIJ

The Univariate plot dialog box appears. Select the variable POSTTHKS and indicate that a Bar Chart
isto be graphed. Click the Plot button to display the bar chart.



List of Yariables
M arne | Plat o
SCHOOL r |
CLASS r
POSTTHKS v
PRETHES B
[ B
T B
CCuTY N
& Bar Chart
" Pie Chart
" 3D Pie Chart
" Histagram
. _ =i
Mumber of clazs intervals: |1D =
Plat | Cancel |

The bell-shaped bar chart below shows that the variable POSTTHKS is approximately normally
distributed. Note that histograms are usualy used for the depiction of the distribution of a
continuous variable.

'?:' SuperMix - [Bar Chart - POSTTHKS] 0] x|
:? File Settings Window Help =0 |
POSTTHKS

5004

4004

3004

2004

100

D_

1} 1 2 2

Figure 1.1: Bar chart of POSTTHKS scores
Bivariate graphs

It is hoped that the socia-resistance classroom curriculum (CC), the television intervention (TVv) and
the cC and TV interaction combination (CCxTV) would affect the tobacco and health knowledge
(POSTTHKS). Before we start with the model, we would like to show a box-and-whisker plot of
POSTTHKS for each category of CC.

Box-and-whisker plots

A box-and-whisker plot is useful for depicting the locality, spread and skewness of variables in a
data set and may be used to examine the distributions of continuous variables, such as for the
different values of discrete valued predictors. This option is accessed via the Data-based Graphs,
Bivariate option on the File menu.



To assign labels to the categories of CC, right-click on the cc column in the spreadsheet and select
Column Properties. On the Column Properties dialog box, select the Nominal option and assign the
appropriate labels.

% Column Pruperti 1ol x|
Header. |CC
Murnber of Decimal Places: |2—
Mizzing Yalue Overide: I—

=" Mominal ¢ Ordinal © Continuous

Walue | Label =
1 |0 fithout CC
2 N ledith CC

w
i | »

0k | Cancel |

The Bivariate plot dialog box is completed as shown below: select the outcome variable POSTTHKS
as the y-variable of interest, and the predictor cC to be plotted on the X-axis. Check the Box and
Whisker option, and click Plot.

Bivariate plot

List of Wanables
[ |

R

| |»
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cc

T

CCrTY

{1 2

" Scatter Plot
" Lire Orly Plat
.

" Bivariate Bar Chart

Mate: Orly ohe = variable may be selected

Flat | Cancel |




42 Box and Whisker - POSTTHKS vs CC -0 x|

POSTTHKS vs. CC

POSTTHKS
Dl B o U LU U B

Withelt CC With 5
cc

Figure 1.2: Box-and-whisker plots of POSTTHKS scores for different CC values

The bottom line of a box represents the first quartile (q;), the top line the third quartile (g;), and

the in-between line the median (me). The arithmetic mean is represented by a diamond. Here, the
mean of POSTTHKS is lower in the group without the social-resistance classroom curriculum (CC).
The box-and-whisker plot indicates a positive relationship between cC and POSTTHKS.

1.3 A 2-level random intercept model using classroom as level-2 ID
The model
The first model fitted to the data explores the cluster effects of each classroom on the outcome. The

mixed model can be expressed as

POSTTHKS, = f, + B,CC, + B,TV, + B,(CC, xTV)) +v, + &, ,

where v, represents the classroom influence on POSTTHKS.

Setting up the analysis

From the main menu bar, select the File, New Model Setup option. Select the continuous outcome
variable POSTTHKS from the Dependent Variable drop-down list box. Select the classroom number
CLASS from the Level-2 IDs drop-down list box. Enter atitle for the analysisin the Title text boxes.
In this example, default settings for all other options associated with the Configuration screen are
used.



= Model Setup

=101 x|
| Wariables | Starting ' alues | Patterns | Advanced | Linear Transforms

Title 1: |2 level random intercept model - Class as Level 21D

Title 2: |TVSFP data

Dependent Wariable Type: Icnntinuous j Leweld 1Ds: IEL.&SS j

Dependent Yariable: |POSTTHKS =l Level31Ds: | =l
Wwirite Bayes E stimates: Inu j
Convergence Criterion; ID.DDD1
Mumber of Iteratians: |100
Mizging Values Present; |falze j Generate Table of Means: |no v
|Jze the arow keys or click on the desired tab to select the categom of interest for the model,

Proceed to the variables screen by clicking on that tab. The variables screen is used to specify the
fixed and random effects to be included in the model. Select the explanatory (fixed) variables using
the E check boxes next to the variables names in the Available grid at the left of the screen. Note
that, as the variables are selected, the selected variables are listed in the Explanatory Variables grid.
After selecting all the explanatory variables, the screen shown below is obtained. The Include

Intercept check box in the Explanatory Variables grid is checked by default, indicating that an
intercept term will automatically be included in the fixed part of the model.

¥ Model Setup: TYSFP1.MUM

=101 x|
Configuration  Wariables |§tarting Valuesl Ealternsl Advatnced | Linear Transforms
Available | E | 2 Explanatary Y ariables L-2 Random Effects |

SCHOOL i cC

CLASS | ™

POSTTHES i CCaTY

PRETHES |

cc v [

T v [~

CCauTt v |

¥ Include Intercept

¥ Include Intercept

Select the columnz of the zpreadshest to be uged az explanaton vanables and random effects.




Next, specify the random effects at level 2 the hierarchy. In this example, we want to fit a model
with random intercepts at level 2. By default, the Include Intercept check box in the L-2 Random
Effects grid is checked. If this box is left checked, and no additional random effects are indicated
using the 2 column in the Available grid to the left, the model fitted will be the random-intercepts-
only model we intend to use. No further changes on this screen are necessary.

Before running the analysis, the model specifications have to be saved. Select the File, Save As
option, and provide a name (TvSFP1.mum) for the model specification file. Run the analysis by
selecting the Run option from the Analysis menu.

1.4 Discussion of results
Data summary

In the number s of observations section, asummary of the hierarchical structure is provided.

As shown below, data from atotal of 1600 students within 135 classrooms were included at levels
2 and 1 of the model. This corresponds to the study design described earlier. In addition, a
summary of the number of students nested within each classroom is provided. The classroom with
N2 = 6, for example, had 26 students (N1: 26). By contrast, classroom 26 had only 1 student.

% SuperMix - [TYSFP1.0ut] oy =] 3
;g Eile analysis  Window Help - |ﬁ||i|
Numbers of ocbservations ;I

Lewel Z obserwvations = 1z2E

Lewvel 1 obserwations = 1600 J
Nz H 1 4 i€ 4 5} & 7 g

H1 5 z0 2 11 9 £ e 11 10

Hz H 2 10 11 1z 1z 14 15 la

H1 H 1kt 12 1z 10 z1 10 17 19

Hz 5 17 1z 132 z0 zl zZZ Z3 4

H1 H Z 4 z1 16 1k 1z Z 14

Nz H 25 26 27 28 29 20 21 22

H1 H 1z 1 1z 12 z1l 17 1 158

HE H 33 24 35 26 27 28 29 40 j
Saveds.. Cloze
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Descriptive statistics and starting values

Next, the descriptive statisticsfor all variables are given.

% SuperMix - [TYSFP1.out] =1ol x|

:P File Analysis Window Help =l

Descriptive statistics for all wariables

Variable Minimum Maximum Mean Stand. Dew.
Dependent
POSTTHES 0. oo000 7.oo00o0 Z.86188 1.38233

Pandom-Effects

intcept (3= 1.00000 1.00000 l.00000 0.ooooo
intcept (1) 1.00000 1.00000 1.00000 0. 00000

Fixed Regressoris)

intcept 1.00000 1.00000 1.00000 0. 00000

cc 0. 00000 1.00000 0.47687 0.43382

TV 0. oo000 1.00000 0.42338 0.50016

CCxTW 0. oo000 1.00000 0.23938 0.42684

=

Save As... | LCloze |

The minimum value, maximum value, mean and standard deviation are given for all the variables
included in the model. For example, the mean POSTTHKS is 2.6618 with a standard deviation of
1.38293.

Starting values — OLS estimates

The starting values for the fixed regressor(s) are shown below. The log likelihood value and
number of free parameters of the OLS regression are given in this part of the output.

=1

;? File Analysis ‘Window Help o = |
TITLEl: 2 level random intercept model - Class as Lewel Z ID d

Parameter starting walues

Wariable Eztimate Std. Err. Z-walue p-walues J
intcept Z.32el0E 0.0684E 3E.EE433 0.00000
cC 0.e0738 0.03643 6.Z944]1 0. oo0oo0
™ 0.17742 0.03427 1.88131 0.05388
CCxTW -0.22338 0.126EE —-Z.326880 0.01788
Loy Likelihood = -2913.5911
Mumber of free parameters = g

Save Az | Cloze I

After the number of free parameters, the starting values of variance/covariance components are
reported as shown.
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% SuperMix - [TYSFP1.0ut] =]
:? File Analysis window Help - |ﬁl|1|
Variance/covariance components d

Level Z Estimate Std_Err. Z-valus p-walus
intcept fintcept 0.19283 0.1z2E583 1.45377 0.14326 i
Lewel 1 Eztimate gcd_ Err. E2-walue p-walues
intcept fintcept 1.71429 0.03694 4541307 0. oo0oo0 J
-
Save Az | LCloze |

Fixed effects estimates

The number of iterations needed to obtain convergence is given after the starting values. The
output describing the estimated fixed regressor (s) after convergence is shown next.

¥ SuperMix - [T¥SFP1.0ut] =10l x|

33 File Analysis ‘Window Help 8=l
——————————————————————————————————————— =
Convergence attained in & iterations

TITLEl: Z lewel random intercept model - Class as Lewel Z ID

Maximum likelihood estinates

Wariable Eztimate Std.Err. Z-value p-walue
intcept Z.324lle 0.03Z2232 ZE.322321E 0.00000
cC 0.58310 013326 4. 42087 0.0o0001
v 0.1z018 0.13130 0.31535 0.35001
CCxTW -0.E24712 0.18863 -1.z100%9 0.15017 :I

Save As... | LCloze |

As shown above, the estimates for cC and TV are both positive. On average, a social-resistance
classroom curriculum can improve the tobacco and health knowledge by 0.58910, and television
intervention can increase the POSTTHKS score by 0.12018. However the estimate of CCxTV is
negative, which implies that the students who had both cC and TV are expected to show a decrease
of 0.24713 in their POSTTHKS score. The estimates associated with intercept and TV are highly
significant, but estimates of the other two coefficients are not statistically significantly different
from zero.
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The estimates for the fixed regressors and model fit statistics are given next.

¥ SuperMix - [T¥SFP1.out] I =] 3

33 Eile Analysis ‘Window Help o =] |
[
Loy Likelihood = —E749_0240
—Z Log Likelihood (Deviance) = 5438_ 1680
2kaike's Information Criterion = EEl0. 1620
Schwarz's Bayesian Criterion = EEE7_E9397
MNumber of free parameters = &

=i
=

Save b | Cloze I

Random effect estimates

The estimates for the random part of the model are reported next. The variation in the average
estimated intercept at level 2 is highly significant, which indicates that the classroom difference in
intercepts does help to explain the variation in POSTTHKS Scores.

=1
:? Eile Analysis window Help ;[ilﬂ
Variance/covariance components ;I
Lewel Z Eztimate gcd_ Err. E2-walue p-walues
ttcept /iyt 6.13361  o0.03s1s  3.73771 0.000Ls
Lewel 1 Eztimate Scd_Err. Z-walue p-walues ey
intcept fintcept 1.726E1 0.083E532 Z27.17761 0.00000
=
Save As... | LCloze |

The covariance and correlation matrix of level-2 and level-1 random effects are given at the end of
the output file. These values are the same as the estimates of variance/covariance components as
shown above.
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=i x

:? File Analysis window Help _|ﬁl|1|
Level Z Covariance Matrix d
intcept
intcept 0.13361

Level & Correlation Matrix

intcept

inteoept 1.0000

Level 1 Cowariance Matrix

intcept

intcept 1.726E1

Level 1 Correlation Matrix

intcept J

intcept 1.0000

Save As... | LCloze

End of the output

After successfully running a SuperMix model, the following message is shown at the end of the
output file to indicate the CPU time and the type of the outcome variable.

% SuperMix - [T¥SFP1.0ut] B[] 3
;? Eile Analysis ‘Window Help o =] |
[
Cpu Time (Seconds) - 0.07ge
O e o
|  End of SuperMix Analysis for Continuous Outcomes |
O R e R S o 1
[
Save Az | LCloze |

Percentage variation explained

An estimate of the percentage of variation in the outcome at classroom level is obtained as
0.13361
0.13361+1.72651

x100% = 7.18%

indicating that about 7.18% of the total variance lies between the clusters/classrooms and that
92.82% of the variance remains at the student level.
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1.5 A 3-level random intercept model using class and school as IDs

The previous model showed that classroom contribute to the explanation of the total variation of
the POSTTHKS scores. A similar situation exists in the case of schools. We now construct a three-
level model that uses both CLASS and scHOOL aslevel-2 and level-3 IDs.

The model

The level-1 and level-2 model s are the same as the previous model, as shown below.

Level-1model (k=1...,n;)

POSTTHKS,, =hy; + &,
&y ~ NID(0,0%)

Level-2modd (j =1..,n)
bOij =b, + b.LiCCij + bZiTVij +by (CCij xTV, )+ Voij
Voi; ~ NlD(OaO'vz(z))

Level-3mode (i=1...,N)

by =By + Vy
b, =4
b, =5,
by = f,

Voi ~ NID(O,O'VZ(3))
In this mixed model the intercept by; is estimated by alevel-2 equation. It indicates that classroom
j’s initial value is not only determined by the population average by, , but aso by the classroom
difference v;; . The level-2-intercept by; is estimated by alevel-3 equation which takes the school

difference v, into consideration, wherei denotes the school 1D.

The above model can also be written in the following format.

POSTTHKS,, = B, + B,CC; + B, TV, + B,(CC xTV,)) +Vy; + Vg + & -
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Setting up the analysis

We modify our model setup saved to the syntax file TVSFP1.mum by first using the Open Existing
Model Setup option on the File menu of the TVSFP.ss3 window to retrieve the syntax file. Then

click on File, Save as to save the model setup in anew file, say TVSFP4.mum. Next, select SCHOOL
asthe Level-3 ID. We now have both level-2 and |level-3 | Ds selected.

= Model Setup: TYSFP4.mum

=10l
Lonfiguration |Eariables| Starting Values' Eatterns' Advanced | Linear Transforms
Title: 1: |3 level model - L-2 10: Clags: L-3 D School - add PRETHES
Tile 2. |TVSFF data
Dependent ¥ ariable Type: Icontinuous j Level-2 IDs: ICLASS j
Diependent Varisbls: |POSTTHKS | Level31Ds: |SCHOOL =l
U CEETE S CER  reans & (cojvaniances
Convergence Criterion: IU.DDD1
Mumber of lterations; 100
Migsing ¥alues Present: |false j Generate Table of Means: Im

Select between writing the Bayes estimates to an optional results file or supressing ther.

Change the string in the Title 1 text box on the Configuration tab. Notice that we would like to
request Bayes estimates as part of the program output. To do so, select means & (co)variances

option from the write Bayes Estimates drop down list as shown above.

Click on the variables tab and select PRETHKS as an additional Explanatory Variable by checking

the corresponding E check box.
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% Model Setup: TYSFP4.mum =lol x|

Coanfiquration |§tarting \Faluesl Eallernsl Advanced | Linear Transfarms

Avvailable | E | 2 | 3 Ewplanatory Wariables L-2 Random Effects |
SCHOOL i CC
CLass (- ™
POSTTHES i CCuTY
PRETHKS | PRETHES
CC W (-
™ |
CCuT W
¥ Inchide Intercept
L-3 Random Effects |
¥ Inchide Intercept ¥ Inchide Intercept
|Jze the amow keys or click on the desired tab to select the categany of interest for the model,

Save the changes to the file TVSFP4.mum and select the Run option on the Analysis menu to
produce the output file TVSFP4.out.

1.6 Discussion of results

Fixed effects estimates

As shown below, the estimated coefficient of PRETHKS is highly significant. The estimate of the

intercept coefficient decreased because part of the variation in the intercept can now be explained
by PRETHKS.

% SuperMix - [TYSFP4.0ut] - o] x|
;g Eile analysis  Window Help _|ﬁ||1|
TITLEl: 3 lewel model - L-2 ID: Class_ L-3 ID: School - add PRETHES ;I

Maximum likelihood estimates

Variable Estimate Std.Err a-wvalue p-valus _I

intcept 1.&3700 0.1168& 14 E4E688 0. ooooo

cc 0.63313 0.14722 434189 0.0000L1

v 0.17211 0.1436E5 1.23986 0.Z1503

CCxTV -0.32042 0.Z0551 -1.55310 0.11837

PRETHES 0.207z0 0.0zE24 1l.g22728 0.o0000 ;I
Savehs. Cloze
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Fit statistics

Thefit statistics are given below.

% superMix - [T¥SFP4.0ut] =10l x|

.‘? File Analysis Window Help 8] x|

Loy Likelihood = —ZE78.6793
-Z Log Likelihood (Deviance) = L£32E7.3586
Akaike's Information Criterion = 5373.3586
Schwarz's Bayesian Criterion = L3224, 01632 —
Humber of free parameters = g

Lo

Save As.. | LCloze |

Random effect estimates

Thethird-level random intercept estimate is not significant at a 5% level of significance.

i1 x4

g& Eile Analysis  window Help ;Iilil
Variance/covariance components ;I
Level 2 Estimate Std_Err. E2-walue p-value
inscept /inbesps o.02575  o0.01971 130865  0.13133
Lewvel Z Estimate Std_Err. Z-walue p-value
inscept /inbesps oesss  sozrer  coasves o.0ziss
Lewvel 1 Estimate Std_Err. Z-walue p-value
PR — L.60zoL  0.05883  27.20544  0.00000 -

-

Save Asz.. | LCloze |

Estimated outcomes for different groups

For example, if a typica student who only participated in television intervention had a PRETHKS
score Of 2 (CC =0; TV = 1; ccxTV = 0), the expected POSTTHKS score is calculated as follows:

POSTTHKSjk = figy + oo TV, + B (PRETHKS,, )

=1.697+0.17811+2x 0.3072
= 2.48951.

18



ICCs and R-square

ICCs

The so-called ICC (interclass correlation) measures the proportion of variation in the outcome
variable between units at the different levels. It is occasionally referred to as the cluster effect, and
is defined as the ratio of the between-cluster variance to the total variance. From the output for the
random effects, we have

Level-1: error var = 1.6020
Level-2: class var = 0.0636

Level-3: school var = 0.0258.
Based on this information, we can calcul ate the | CCs as shown below.
Similarity of students within the same school:

0.0258

C= =0.0153
1.6020 + 0.0636 + 0.0258

Similarity of students within the same classrooms (and schools):

0.0636+ 0.0258

ICC =
1.6020 + 0.0636 + 0.0258

=0.0529

Similarity of classes within the same school:

0.0258

0.0636+ 0.0258

R-square
Another way to evaluate the explanation of variation in the outcome is to compute a statistic
analogous to the familiar R* used in multiple linear regression. In a multilevel mode!, however,
there is an R® for each variance component. Use of these statistics is not without problems,

however, because the R*> may at times have negative values, and in other cases the addition of

explanatory variables can lead to an increase rather than a decrease in variance components. The
more complex a hierarchical model is, the more likely is the occurrence of anomalies in variance-
explained statistics.
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To calculate the R*s for different levels of the level-3 model, we first need to get the variances for

the null model, which is a 3-level model with no covariates. Open TVSFP4.mum, click on the
Variables tab, and uncheck the check boxes of the selected Explanatory Variables as shown below.

& Model Setup: TYSFP7.mum =10 x|

Configuration

o (|

{0 (5

o |

Available E splanatory Y aniables | L-2 Random Effects |
SCHOOL
CLASS
POSTTHEKS
PRETHES
CC

T

CCxTY

¥ Include Intercept

L_-3 Random Effects |

¥ Include Intercept ¥ Include Intercept

Use the armow keys or click on the desired tab to select the categom of interest for the model.

Save the setup as TvsSFP7.mum and run the model to get the following output of the
variance/covariance component.

-ibix
3’3 File analysis  Window Help ;Iilll
Wariance/covariance components ﬂ

Level 3 Estimate Scd.Exr. Z-valus p-valus
intcept /intcepe 61032 o.04s73 241251 0.o18s4
Lewel Z Estimate Scd.Err. Z2-walue p-valus
intcept [itespt 0.0asL 0.0zl z.sesod 0.0097a ||
Lewel 1 Eztimate Std. Err. Z-walue p-walus
suscepe rimsceps L 72367 0.0es4l  27.18331  0.00000 u

-
Save As.. | LCloze

The R*sare caculated as

2 Op 2 _ O vz 2 _ O v
Rl =1 ~2 RZ =1 ~2 R?) =1 ~2
oo GV(z)o GV(3)0
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where subscript O refers to a model with no covariates (i.e., the null model, TVSFP7.out) and
subscript p refers to a model with p covariates (i.e., the full model, TVSFP4.out). The R*s for

different levelsare givenin Table 1.1.

Table 1.1: R? values for a set of nested

models

level variance null | full R2
1 (students) -2 1724 1.602| .071
2 (classrooms) &7, |.085| .064 | .247
3 (schooals) 6o, | -110| .026 | .764

In the current example, only the intercept coefficient is allowed to vary randomly over classrooms
and schools, thus making the calculation of the R® relatively straightforward. In the case of models

with random slopes, the calculation of R* statistics becomes more difficult. For an extensive

discussion of the rationale and calculation of R’ statistics, the user is referred to Snijders & Bosker

(2000, pp. 99 - 109).

Residuals: Level-2 Bayes results

Returning to the TVSFP4.mum output, click on the Analysis menu of the output window or the

model set up window, and note that View Level-2 Bayes Results iS now activated. Select the option

to open the level-2 Bayes results.

% SuperMix - [TYSFP4.0ut]

,‘? File | Analysis ‘Window Help

intec

Wiews Cutput

Yiew Level-2 Bayes Results

Yiew Level-3 Bayes Results

View Estimated Parameters

Note that the default extension for the level-2 Bayes estimates is .ba2. Part of the file is shown

below.
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(ol
,‘? File Analysis Window Help 8] x|
401,00 401101, 00 12 1 -0.12E20 0.4007LE-01 dintcept ;I
401 .00 40110100 1 1 -0.30Z321E-01 0.&81136E-01 intcept
401,00 401101.400 1z 1 0.l1027& 0.41323ZE-01 intcept
401 .00 401102 .00 1z 1 0.1341% 0.33783E-01 intcept _I
40z .00 40Z101. 00 Z1 1 0.40195E-01 0.30745E-01 intcept
40z .00 402102 .00 17 1 0.91264E-01 0.32480ZE-01 intcept
405. 00 405102 .00 1& 1 -0.781Z0E-01 0.35247E-01 intcept
405,00 40510200 1& 1 0.11404 0.274L4E-01 dintcept
405 .00 40510300 1& 1 -0.Z3613 0.36Z87E-01 intcept
407,00 407101.00 2l 1 . E89Z4E-01 0.21114E-01 dintcept
407 .00 407102 .00 Z1 1 7 0.21261E-01 intcept
407 .00 40710300 Z27 1 213960 0.Z6Z57E-01 intcept
408 .00 408104 _ 00 17 1 -0.Z058g 0.32E528ZE-01 intcept LI
Save As.. | LCloze |

The representations of these seven columns are given in order below.

0 Column 1: level-3 1D, which is school in our example.

0 Column 2: level-2 ID, which refers to classroom.

0 Column 3: number of the observations within level-2 ID, number of students within each
classroom.

0 Column 4: the number of the empirical Bayes coefficients.

0 Column 5: the empirical Bayes estimate.

o Column 6: the estimated variance of the Bayes coefficient.

0 Column 7: the name of the associated coefficient as used in the model.

Classroom 407102 has the largest Bayes estimate with a value of 0.38397. When considering the
class difference, the predicted POSTTHKS score for a student in this specific class who only
participated in television intervention with a PRETHKS score of 2 (CC = 0; TV = 1; cCxTv = 0) is
calculated as follows.

POSTTHKSjk = f, + f3,TV, + B, (PRETHKS,, ) +Uo
=1.697+0.17811+2x 0.3072+0.38397
= 2.87348,

Level-3 Bayes results

Similarly, the level-3 Bayes results can be viewed by clicking on the Analysis, View Level-3 Bayes
Results.

7 SuperMix - [T¥SFP4.0ut]

7 File | Analysis Window  Help
Wiew Cutput
Yiew Level-2 Baves Resulks

Yiew Lewvel-3 Bayes Results

Yiew Estimated Parameters
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Part of the TVSFP.ba3 is shown below.

-iBix
.‘? Eile Analysis Window Help 8]

40200 1 O.E2012E-0L 0.Z1052E-01 intcept -

404_00 1 0.Z499E5E-01 0.19852E-01 intcept

12300 1 0.Z4110E-01 0.Z1358E-01 intcept

194_00 1 0.4584ZE-01 0.14524E-01 intcept

19&._00 1 O.Z3Z06E-01 0.198Z1E-01 intcept

197._00 1 0.4&631ZE-01 0.1210ZE-01 intcept

19z._00 1 -0.935E6E-0OL 0.17Z53E-01 intcept

125300 1 -0.83EZEE-0L 0.1612ZE-01 intcept

401._00 1 O_.70&805E-01 0.15034E-01 intcept

40z _00 1 0.53231E-02 0.1250ZE-01 intcept

405_00 1 -0_.Z5606E-0L 0.17Z5E3E-01 intcept

407_00 1 0.16541E-01 intcept

40900 1 -0.461Z5E-0L 0.196Z6E-01 intcept

409_00 1 0.47700E-01 0.1E04E5E-01 intcept LI

Save As.. | LCloze |

The same classroom (ID = 407102) discussed above is nested in school number 407. Now,
considering both the class and school differences, the estimated POSTTHKS for a student from this
classroom who only participated in television intervention with a pre-intervention score of 2 (CC =
0; TV =1, ccxtv = 0) iscalculated as follows.

POSTTHKSj = S, + B,TV, + /3, (PRETHKS;, ) + Voi +Vo
=1.697+0.17811+2x 0.3072+0.38397+0.15296
=3.02644.

Confidence intervals for random coefficients

The Confidence Intervals option on the File, Model-based Graphs menu provides the option to
display confidence intervals for the empirical Bayes estimates of the random effects specified in a
given model. This option is now used to examine the confidence intervals of the random intercepts
for the schools, which represent the highest level of the hierarchy in the current example.

952 Conf. Intervals for EB Estimates

List of Variables

Mame | Predictar | Group Mark. =
1 |CLASS intcept W ;I ;IJ
2 |SCHOOLintcept | v - -

Flaot | Cancel |
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Select the Confidence Intervals option on the File, Model-based Graphs menu to activate the 95%
Conf. Intervals for EB estimates dialog box. Two graphs of the confidence intervas for the
empirical Bayes estimates of the intercepts at the classroom level and school level are obtained by
selecting CLASS intcept and SCHOOL intcept in the Predictor column before clicking Plot.

The graph obtained, as shown below, shows that, in general, the range of the confidence intervals
for the level-3 empirical Bayes estimates of the interceptsis (—0.2; 0.2) , and the range for level-2

isabout (—0.4;0.4).

R |

Figure 1.3: 95% confidence intervals for level-2 Bayes estimates

The deviations from the estimated population intercept over schools are aso apparent. Each
confidence interval is obtained using the formula

Empirical Bayes residual i1.96\/var(Empirical Bayesresidual ) .
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2 Mixed models for binary outcomes

2.1 The data

The data are from the Television School and Family Smoking Prevention and Cessation Project
(TVSFP) study (Flay, et. al., 1988) as described in the previous section of the handout.

Data for the first 10 participants on most of the variables used in this section are shown below in
the form of a SuperMix spreadsheet file, named tvsfpors.ss3, located in the Examples\Binary
subfolder.

o
BH Fle Edit window Help ===l
|403— Apply |
&) Schoal | (B] Clase | i) THKSar | D) THKSEI | £ PreTHi | Lo | oy | ooty | 4]
1 a0z00]  402101.00 200 1.00 200 1.00 0.00 0.0 |
2 30300, 403101.00 400 1.00 400 1.00 0.00 0.0
3 40200 403101.00 200 1.00 400 1.00 0.00 0.00
4 40300 403101.00 400 1.00 200 1.00 0.00 0.00
5 40300 403101.00 400 1.00 200 1.00 0.00 0.00
5 40300 403101.00 200 1.00 400 1.00 0.00 000
7 40300 403101.00 200 0.00 200 1.00 0.00 0.00
8 40300 403101.00 400 1.00 400 1.00 0.00 0.00
5 40300 403101.00 400 1.00 500 1.00 0.00 0.00
10 40300 403101.00 400 1.00 200 1.00 0.00 000 -
A LIJ

The variables of interest are:

(0]
(0]
(0]

School indicates the school a student is from (28 schoolsin total).
Class identifies the classroom (135 classroomsin total).

THKSord represents the tobacco and health knowledge scale, with 4 categories ranging
between 1 and 4. The frequency distribution of the post-intervention THKS scores indicated
that approximately half the students had scores of 2 or less, and half of 3 or greater. In
terms of quartiles, four ordinal classifications were suggested correspondingto 0-1, 2, 3,
and 4 — 7 correct responses.

THKSbin is arecoded version of the ordinal variable THKSord, but in binary form: a value of
"0" indicates an original scale score of 1 or 2, while avalue of "1" indicates an scale score
of 3 or 4. Thisvariable will serve as our outcome variable in the current chapter.

PreTHKS indicates a student's score prior to intervention, i.e., the number correct of 7 items.

CC is a binary variable indicating whether a social-resistance classroom curriculum was
introduced, with O indicating "no" and 1 "yes."

TV is an indicator variable for the use of media (television) intervention, with a "1"
indicating the use of mediaintervention, and "0" the absence thereof.

cc*TV isthe product of the variables TV and CC, and represents the CC by TV interaction.

In this section we consider models for binary outcomes, using quadrature as method of estimation.
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2.2 Graphical displays

Exploratory graphs

The pre-intervention scores of the students may be useful as a covariate in the analysis. To get an
idea of the relationship between the scale score PreTHKS and the post-intervention score THKShin,
an exploratory graph is created. Select the Data-based Graphs, Exploratory option from the File

menu.

The New Graph diadog box is activated. Select the binary outcome variable THKSbin as the Y
variable and the pre-intervention score PreTHKS as the X variable. Uncheck the Draw points check

box, which is checked by default, to obtain the settings as shown.

Mew Graph

. | THKSbin

% |PreTHKS

Owerlay: I
[ Drawline [~ D

Multiple v walues for same =
’7 % Stack vertically —‘

) fyerage value

Calar: I

[
Filter: I j
QK. I Cancel | Help |

Click oK to obtain Figure 2.1. We note that the relationship is reasonably linear, and that higher
post-intervention scores are more often observed for students with high pre-intervention scores,

which iswhat one intuitively would expect.

% THKSbin vs. PreTHKS

THKSbin vs. PreTHKS

=101

1.00 4
090+
0.80
0704
0.60
0.50 4
0404
0304
020+
0.10

THKShin

0.00 T T
ol

T
oo 1.00 2.00 2.00 400

PreTHKS

05| ~

4

]

Figure 2.1: Exploratory graph of THKSbin vs. PreTHKS
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Univariate graphs

We now take a closer look at the distribution of the pre-intervention scores by utilizing the Data-
based Graphs, Univariate option on the File menu. By default, a bar chart will be produced. Select
the variable PreTHKS in the Plot column, and click Plot.

Univariate plokt

List of Wariables

M anne | Plat o
School ™ _I
Class ™
THEKSord ™~
THESbin B
I mtrept I
PreTHKS et
CC B
1K —
CCATY -
&+ Bar Chart
" Pie Chart
3D Pie Chart
~ Hiztogram

MHurnber of clazs intervals: Wj
Plat | Cancel |

By clicking anywhere in the bars, the Bar Graph Parameters dialog box is activated. Click the Data

button and then OK to display the data used to construct the bar chart.

Bar Graph Parameters

LR et Bars Data. |

¥ Border BORDER ATTRIBUTES... |
Hatch Styles Bar Calar
INone vl B I
Position  © Right

i Left ] B | B

& Center 0128 0O

width [0.6728 Cancell

Figure 2.2 below shows both the graphing window with bar chart and the data in spreadsheet
format. Note that only 55 of the 1600 observations showed a score of 5 or higher, and that no
student obtained a pre-intervention score of 7 out of 7.
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% Bar Chart - PreTHKS

PreTHKS
00+

500

400

300+

2004

1004

Figure 2.2: Bar chart of PreTHKS values

2.3 A 2-level random intercept logistic model with 4 predictors
The model

The outcome variable THKSbin used here is binary. It assumes a value of "0" when the origina
scale score was either 1 or 2, and avaue of "1" for an original scale score of 3 or 4. The predicted
value of the outcome can be viewed as the predicted probability that THKSbin is 1. Predicted values
outside the interval [0,1] would not be meaningful and a model constraining predicted valuesto lie
in this interval would be appropriate, in contrast with the model for a continuous outcome. In
addition, the assumption of normality at level 1 is not redlistic, as the level-1 random effect can
only assume one of two values: 0 or 1. This random effect can thus not have homogeneous
variance.

In order to insure that the predicted values lie within the (0,1) interval, a transformation of the
level-1 predicted probability can be used. For the binary case considered here, the following link
function is used:

e’]ij
1+¢"

Prob(THK Sbin; =1|B,Vv) =

where 7, represents the log of the odds of success.

For the current model, we want to explore the relationship between the post-intervention scores and
the type of intervention applied. This relationship can be expressed as

My = Bo+ BxCC, + B, x TV, + ;xCC, * TV, + 3, x PreTHKS, +V,,.
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Setting up the analysis

Using the data in tvsfpors.ss3, we consider the situation where students are nested within schools,
and fit a two-level model with the binary variable THKSbin as outcome. We wish to examine the
relationships between the outcome and the two intervention methods employed, simultaneously
taking students' pre-intervention scores into account. To do so, we use the model described above
with schools as the level-2 units.

From the main menu bar, select the File, New Model Setup option. The Model Setup dialog box that
appears has six tabs. Configuration, Variables, Starting Values, Patterns, Advanced, and Linear
Transforms. In this example, only three of the tabs are used.

As afirst step, the binary outcome variable THKSbin is selected from the Dependent Variable drop-
down list box. The type of outcome is specified as binary using the drop-down list box in the
Dependent Variable Type field. Once this selection is made, the Categories field is displayed. The
school identification variable is used to define the hierarchical structure of the data, and is selected
as the Level-2 ID from the Level-2 IDs drop-down list box. A title for the analysis (optional) is
entered in the Title fields. A convergence criterion of 0.0001 is requested. By default, the maximum
number of iterations performed is set to 100. Empirical Bayes residuals, written to additional
output files, are requested by setting the write Bayes Estimates option to means and (co)variances.
Default settings for all other options associated with this tab are used. Proceed to the Variables tab
by clicking on this tab.

7 Model Setup: TYBS.mum =101 %]

Configuration |Eariables| Starting Values' Eattemsl Advanced | Linear Transforms

Title 1: ILogistic 2 level randomm intercept madel

Tite 2 |TVSFF data

Dependent Yariable Type: Ibinar_l,l j Level-2 1Ds: ISchool j
[iependent ' ariable: ITHKSbin j Level3 1D I j
Categaries: o Value Wwhite Bapes E stimates: Imeans & [colvariances j

2 Canvergence Criterion: |EI.IJEID1

Murnber of lterations: |1 0o

Mizzing Yalues Present; |falze j Perform Crozstabulation; Ino "l

Enter the maximurn number of iterations to perfarm.
The default value is 100,

The variables tab is used to specify the fixed and random effects to be included in the model. Start
by selecting the explanatory (fixed) variables using the first column of boxes in the Available group
field. The first variable selected is PreTHKS, followed by cc, Tv, and the interaction term CC*Tv.
After selecting these explanatory variables, the random effect(s) at level 2 must be selected. In this
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case, we wish to allow only the intercept to vary randomly over the schools. By default, the
intercept is assumed to vary randomly over higher levels of the hierarchy as indicated by the
checked box for the Include Intercept option in the L-2 Random Effects group field. A common
fixed intercept coefficient is also included, as shown in the Explanatory Variables group field.

¥ Model Setup ] 1

Configuration % anables Iﬁtarting \-‘aluesl Eatternsl Advanced | Linear Transforms

Available | E | 2 E=planatory W anables L-2 Random Effects |
School | PreTHES
Class | cc
THESord | T
THESbin | CCeTY
Intrcpt r
FreTHES W
CC W
T v [
CLTTY el ¥ Include Intercept

¥ Include Intercept

Select the columnz of the spreadsheet to be uzed as explanatory variables and random effects.

We opt to increase the number of quadrature points to be used during estimation. To do so, click
the Advanced tab.

% Model Setup: TYBS.mum =101 x|

Qonfigurationl Eariables' Starting Valuesl Patterns  Advanced |I:inear Tranzforms

r— General Settings
I nit Weighting: quual j
Optimization Method: |ElE{aiE=RalEs Em]
Mumber of Quadrature Paints: |25

— Dependent [Binary) Wanable Settings
Diztribution Madel: IBernouIIi j Function Model: |logistic j

Estimate Scale: I hiohe j

Select the optimization method,
The default iz non-adaptive quadrature.
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First select adaptive quadrature from the Optimization Method drop-down list box, then change the
Number of Quadrature Points field to 25. The default distribution for a binary outcome variable is
Bernoulli and the default link function is probit. Change probit to logistic by using the drop-down
list box in the Function Model field.

Before running the analysis, the model specifications have to be saved. Select the File, Save option,
and provide a name for the model specification file, for example TvBS.mum. Run the analysis by
selecting the Run option from the Analysis menu.

2.4 Discussion of results
Portions of the output file tvbs.out are shown below.

Syntax

At the top of the file, the syntax saved to the TvBS.mum file is shown. The first part states the
selection of iteration control options, requests for Bayes residuals, and the specifications necessary
to define the model fitted as an binary model with alogistic link function. The second part of the
syntax provides information on the structure of the data, the name and structure of the outcome
variable, and the predictors included in the model. Text to the left of the equal sign in each line
denote keywords recognized by the program; text to the right are either keywords (for example, in
the case of Cov2PatType = Correlated) or variable names as given in the ss3 file (for example,
Level2ID = School).

¥ SuperMix - [T¥BS.out] =10l x|
:93 Eile Analysis ‘indow Help ;Iilil

The following lines were read from file C:%Tan'3M MENU EXAMPLESWEINARTWTWES. inp _:J

Hodel=Binary; J
Opticons Conwerge=0.0001 Maxiter=100 Bayes=Cow_ Means Method=ADAP MQuadPTE=ZL;
Link=logistic;

Distribution=Ber;

Scale=none;

Varnames= School Class THESord THESbin PreTHEE CC TV 'CC*TV' intcept;
Titlel=Logistic & level random intercept model;

TitleZ=TVSFP data;

DataFile=C:%Tan' 5M MENU EXAMPLESWEBIMNARYYTWES. dat;

LewelZID= School;

Dependent= THEShin;

Categories= 0 1;

Predictors= intcept PreTHES CC TV 'CC*TV';

LZRandom= intcept;

FizPatType=Fre=s;

CowZPatType=Correlated;

Save Asz.. LCloze
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Model and data description
The next section of the output file contains a description of the hierarchical structure and model
specifications.

=l

# Fle Analysis ‘Window Help 18] =]

p=========================================g
Model and Data Descriptions
Sampling Distribution = Eernoulli
Link Function = Logistic
Humber of Lewel-Z Units 4=}
Nuwber of Lewel-1 Units le00
Mumber of Lewel-1l Units per Level-Z Unit =
£3 Z5 Z6 70 31 47 5Z 55 39 33 5Z 21

z7 &0 33 1a 34 38 &7 73 70 74 8z 114
11z kel o4 137

[

Save fsz. | LCloze |

The use of a logistic response function (logit link function) with the assumption of a Bernoulli
distribution is indicated. This is followed by a summary of the number of students nested within
each school. The number of students per school (level-2 unit) ranges between 23 and 137.

Descriptive statistics

The data summary is followed by descriptive statistics for al variables included in the model. We
note that 47% of the students had a value of O on the binary knowledge score outcome variable
THKSbin, and 53% avaue of 1.

¥ SuperMix - [T¥BS.out] B [w] 4|
:P Eile Analysis Window Help =l
| Descriptive statistics for all the wvariables in the model |
g===========================================================¢g
Standard
Variable Minimum Maximum Mean Dewviation
THESbinl 0.o000 1.0000 0.4706 0.49932
THEEbhinZ 0. o000 1.0000 0. 5294 0.43932
intcept 1.0000 1.0000 1.0000 o.oooo
PreTHES 0.o000 &.0000 Z.0694 l.ze0z
cc 0. o000 1.0000 0.4783 0.4336
v 0.0000 1.0000 0.4%34 0. 5002
CC*TV 0. o000 1.0000 0. 2394 0.4Z68 _I
-
Save Asz.. LCloze
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Results for the model without any random effects

Descriptive statistics are followed by parameter estimates obtained under the assumption that all
random effects are zero. The parameter values for the predictors cc, Tv, CC*TV and PreTHKS are
given in thefirst column, followed by the standard errors and z- and p-values.

% SuperMix - [TYBS.out]

3’3 File Analysis  Window Help

= [ [
=18 x]

Statistic Walue LF
Likelihood Ratio Chi-square Z073 21EZ2 1E3E
Pearson Chi-square 16037321 1535
Deviance Z073.31E32
Alzaike Information Criterion Zne7 2152
Schwarz Criterion Z124._ 9536

Save Az | LCloze |

% SuperMix - [TYBS.out]

:P Eile Analysis Window Help

=10l
=18

Estimated regression weights
Standard
Parameter Estimate Error z Walue I Value
intcept -l.2171 0.141Z2 -8.6197 o.o00o00
PreTHES o.2337 0. 0441 9,078 o.oooo
cc o.97z5 0.1500 6. 4847 o.oooo
v 0.3156 0. 1434 Z.19339 O.0E78
CC*TW -0.4127 0.z032 -1.3&70 0.0432
Save Az LCloze

Results for the model fitted with adaptive quadrature

The output describing the estimated parameters after convergence is shown next. Three iterations
were required to obtain convergence. The number of quad points used per dimension was 25. The
likelihood function value at convergence as well as the deviance are also given, and may be used to

compare a set of nested models.

¥ superMix - [T¥BS.out]

;? File Analysis Window Help

=0l x|
=7 x

g==========================================g
| Optimization Method: Adaptiwve Quadrature |
g==========================================¢
Humber of cquadrature points = Z5
Munber of free parameters = [
Number of iterations used = 2
-Zlnl {deviance statistic) = Z063.15541
Akaike Information Criterion Z07E5.15341
Zchwarz Criterion Z107.46537
Save Az LCloze

L
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The estimates are shown in the column with heading Estimate, and correspond to the coefficients
Bos Bis -+, B, In the model specification. Significant effects of PreTHKS and CC are observed. The
variation in the intercept over the schools is estimated as 0.1065, and from the associated p-value
we conclude that there is significant variation, at a 10% level of significance, in the intercept
between the schools included in this analysis.

¥ TYBS.out -[o] x|
A
Eztimated regression weights
Standard
DParameter Estimate Error z Walue P Walue
intcept -1.2z81 0.15435 -6.3012 0_a0aa
PreTHES 0.3871 0.0451 2. 584e 0.0000
cc 1.083z 0. z4E4 4.43230 0.0000
T 0.3741 0. z3&0 1.E59E&3 0.1113
CC*TY -0._587& 0.3403 -1.6392 0.101z
Estimated lewel Z wariances and covariances
Standard
Parametar Estimate Error =z Walue P Talus
intcept,/intcept 0.l0ek 0.o0E7e 1.8413 0.0&EE
-
4| | >
Save Az.. | Llose |

In the case of the fixed effects, a 2-tailed p-value is used, as the alternative hypothesis considered
hereis of the form H,: g # 0. As variances are constrained to be elements of the interval [0,+x),

the p-values used for these effects are 1-tailed.

If the model istrue, it is assumed that the level-1 error variance is equa to z°/3 = 3.29895 for the
logistic link function (see, e.g., Hedeker & Gibbons (2006), p. 157), where = represents the
constant 3.141592654.

Thus the estimated ratio between level-2 variation and the total variation is calculated as

0.1065

ICC=———>
0.1065+ 7% /3

=0.031

This indicates that almost all variation is attributable to students, rather than to the schools.
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Interpreting the adaptive quadrature results

The expected log-odds of having a high post-intervention knowledge score (THKSbin score of 1) for
a student with a zero value on all the predictors (that is, no social-resistance curriculum, no media
intervention, and a pre-intervention knowledge score of 0) is represented by the estimated intercept
of -1.2281. When a social-resistance curriculum was in place (CC = 1), or a mass-media
intervention was performed (TV = 1), the log-odds of a typical student is expected to increase, as
indicated by the positive estimated coefficients for cc and Tv. Similarly, a higher score on the pre-
intervention knowledge test is associated with higher log-odds of a higher post-intervention
knowledge score. It can be concluded from the results that the implementation of a classroom
curriculum was more likely to lead to a higher post-intervention knowledge score than was the case
when mass-media intervention was used. In contrast, the log-odds of a high post-intervention
knowledge score was expected to be lower for a typical student from a school where both social
resistance classroom curriculum and mass-media intervention defined the study condition for that
school, as the estimated coefficient for the interaction term CC*TV was negative.

Estimated outcomes for different groups: unit-specific results

To evauate the expected effect of cc, Tv, cC*Tv, and PreTHKS on the predicted probability that
the post-intervention scoreis equal to 1, we use the following expression for the predicted log odds
of success

My = Bo+ Bix CC + B, x TV, + B, xCC, x TV, + , x PreTHKS,

for the four groups defined by the categories of cC and Tv. Note the similarity of this equation with
that given for 7, earlier: random coefficients are not included, as their expected valueis 0.

For a typical student with a PreTHKS score of O from any school where no media television
intervention and no social-resistance classroom curriculum was implemented, CC = TV = 0, and thus

ij =P

In the case of a typica student with a PreTHKS score of O from any school where only media
television intervention was implemented (TV = 1),

M =PBo+ B, xTV,.
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The equations for similar students from a school with only a socia-resistance classroom
curriculum implemented (CC = 1, TV = 0), and from a school with both interventions implemented
(Tv=1,cc=1) are

My = Bo+ Bux CC, + B, x PreTHKS,
and
My = Bo+ Bux CC + B, x TV, + B, x CC, x TV, + 3, x PreTHKS,

respectively.

For a student with an average PreTHKS score (2.152, see exploratory analysis) from any school
with similar values of cc and TV we find that

Ny = Bo+ B * PreTHKS,
= By+ B, *2.152.

Using the B, and 3, estimates of -1.2281 and 0.3871 respectively as obtained for the current

anaysis, we can calculate the estimated probability of a THKShin score of 1 for typica students
with PreTHKS scores of 2.152 and O respectively as

—1.2281+0.3871(2.152)

Prob(THK Shi n; = 1|CC=TV =0; PreTHKS=2.152) = lfel'2281+0'3871(2'152)
7039508
= 1+ 03%06
= 0.40250

and

~1.2281
e

Prob(THKSbin; =1|CC=TV = PreTHKS=0) = 1+ e L2281
+e-

=0.22651.

A student with an average observed score of PreTHKS is amost twice as likely to have a THKSbin
score of 1 as a student with the lowest observed score on the same variable. Note that we opted to
use the mean pre-intervention score for this specific subgroup.
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On the other end of the scale in terms of intervention, we have schools where both a social-
resistance classroom curriculum and a mass-media intervention were implemented (CC = Tv = 1).
For two typical students from these schools, an observed PreTHKS score of O or the mean score of
1.979 will imply a predicted probability of a THKShin score of 1 of 0.4201 for the first and 0.6091
for the second. Again, the higher the pre-intervention score, the higher the predicted probability of
a high post-intervention score.

In Table 2.1, the estimated probabilities of high post-intervention scores on the tobacco and health
guestionnaire are given for typica students with high or low pre-intervention scores for each of the
subpopulations formed by mass-media intervention and implementation of social-resistance
classroom curriculum.

Table 2.1: Estimated unit-specific probability of a high post-intervention knowledge score

Group prescore prob. prescore prob.
cc=0,Tv=0 0 22.65% | 2152  40.25%
cc=1Tv=0 0 4654% | 205  65.81%
cc=0,Tv=1 0 29.86% 2.87 48.85%
cc=1Tv=1 0 42.01% | 1979  60.91%

Students with a high pre-intervention score were predicted to have a high post-intervention score
too, regardless of the study conditions. Similarly, students with a low pre-intervention score were
generaly likely to have alow post-intervention score too. If only curriculum intervention (CC = 1)
was used, scores for students were likely to be higher regardless of their pre-intervention scores.
On both ends of the pre-intervention knowledge score scale, in groups where mass-media
intervention was used (TV = 1), scores were predicted to be higher than where media intervention
was not used, except when both mass-media and curriculum intervention were used. For these
groups, with CC = TV = 1, the estimated probabilities of a high post-intervention score were actually
lower than for the group where only a classroom curriculum was used (42.01% vs. 46.54%, and
60.91% vs. 65.81%).

We conclude that for most students, the implementation of a social-resistance classroom
curriculum is more likely to be effective in increasing their knowledge (predicted probabilities of a
high score being 46.54% and 65.81% respectively) than mass-media intervention (predicted
probabilities of a high score being 29.86% and 48.85% respectively). The control group, where
neither method was implemented, had the lowest predicted knowledge scores (22.65% and 40.25%
respectively). While the implementation of both procedures was associated with higher
probabilities than either the control group or the group where only mass-media intervention was
used, its predicted gain was disappointing when compared to the use of only socia-resistance
curriculum implementation. Generally speaking, the implementation of a curriculum only seems to
be most effective in increasing the predicted knowledge of students on the tobacco and health
guestionnaire.
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Estimated outcomes for different groups: population-average results

In the introduction to this section, we defined the latent response variable model as
Y =x;B+z;vi+g;, j=12..,n

where z; denotes a design vector for the random effects contained in the vector v, and x; the
design vector for the predictors in the fixed part of the model with corresponding vector B of

regression parameters. The covariance matrix of v; is denoted by @, and the variance of ¢; by

2
e

W)
(e

For a probit link function 6% =1, and for a logistic link function it is assumed to be > =nr’/3.
Under the assumption that v; and ¢; are independently distributed, it follows that

2 _ 2
oy, = z,®,z; +o,.

The design effect d; isdefined interms of o2 and c';j ;

This design effect may be used to obtain the estimated population-average probabilitiesin asimilar
fashion as the unit-specific probabilities, but with replacing 7, with 7, =7, /.[d; (Hedeker &
Gibbons, 2006).

We can compare these estimated population-average probabilities with the observed data for the
four groups formed by the categories of TV and CC as shown in Table 2.2. To illustrate, we
calculate the estimated popul ation-average probabilities for afew of the subgroups.

From the output, we have var (v, ) = 0.1065, where V;, denotes the random intercept coefficient. In
this case, z, =1 and hence, with ¢* = n* /3 for the logistic link,

G; =1x0.1065x 1+ 3.2899 = 3.3964.
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Therefore

_ 3.3964

= =1.0324.
3.2899

To obtain the popul ation-average probability estimates, we now replace the fyij values calculated
for the unit-specific case with 7A7u = 7}” /ﬂ .

For the subgroup where Tv = CC = 0 and the mean PreTHKS value is equal to 2.152, for example,
we find that

~

n; =—1.2281+0.3871(2.152)
=-0.39506

S0 that

1, =-0.39506/+/1.0324
_ _0.38881

and

i
P(THKSbin, =1|CC =TV =0, PreTHKS= 2.152) = ——

1+
 0.67786
1.67786

= 40.40%.

Similarly, for the group where TV =CC =0 and PreTHKS = 0, we find that

A~

7, =-1.2281

AK

7, = —1.2281/1.01606
—-1.2087.

Table 2.2: Estimated population-average probabilities

Group prescore prob. prescore prob.
cc=0,Tv=0 0 22.99% 2.152 40.40%
cc=1T1v=0 0 46.59% 2.05 65.57%
cc=0,Tv=1 0 30.14% | 2.87 | 48.87%
cc=1Tv=1 0 4213% | 1979 | 60.74%
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A comparison of these probabilities with the observed ratios given in Table 2.3 for the control
group at the end of the study indicates that the population-average results are slightly closer to the

observed ratios than is the case for the unit-specific results. Recall that \/a =1.0161. The extent of

differences between unit-specific and population-average results is highly dependent on the
"scaling” induced by dividingthe ;s by .[d; .

Table 2.3: Observed and predicted proportions of high post—intervention scores

. Unit-specific Population-average
Group Proportion observed predicted prob. predicted prob.
cc=0,Tv=0 41.57% 40.25% 40.40%
cc=1T1v=0 63.16% 65.81% 65.57%
cc=0,Tv=1 48.32% 48.85% 48.87%
cc=1T1v=1 60.31% 60.91% 60.74%

Interpreting the contents of the level-2 residual file

In addition to the standard output file, the Write Bayes Estimates field on the Configuration tab of
the Model Setup dialog was used to request Bayes estimates for the individual random terms. These
estimates are written to the file TvBS.ba2. The first few lines of thisfile are shown below.

Four pieces of information per school are given:

al 1sfor thelevel-2 model,

the school’s ID,

the value of random intercept,

the empirical Bayes estimate,

the associated posterior variance for the school estimate, and
the name of the associated random coefficient.

©O O O O O ©
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—ii x|

File Edit Format View Help

1.00 403 .00 1 0. 289084R5 0.0746508 1intcept _:J
1.00 A0 00 1 0.1160134 0.0660369 1ntcept
1.00 193.00 1 0.0893923 0.0651102 1intcept
1.00 194 .00 1 0.0983555 0.039295F7  intcept
1.00 196,00 1 0. 2469951 O.066R1559 intEEpt
1.00 197.00 1 0.0137773 0.0528812 1intcept
1.00 198,00 1 -0, 2769779 O.046603 2 intEEpt
1.00 199,00 1 -0.1872501 0.0453496  intcept
1.00 4071 .00 1 0.3173720 0.0580872 intcept
1.00 02,00 1 -0.0834452 0.0591895  intcept
1.00 405 .00 1 -0.0530730 0.0463621  intcept
1.00 407 .00 1 0.4107440 0.0408293  intcept
1.00 0800 1 -0.1502285 0.066427F6  intcept
1.00 409,00 1 0. 2301995 0.0354459  qintcept
1.00 410,00 1 -0.4219231 0.0585430 intcept
1.00 411.00 1 0. 2728001 0.0755663  intcept
1.00 412,00 1 0.0151303 0.0586932 intcept
1.00 414 .00 1 -0.1034214 0.0556330 1intcept
1.00 415 .00 i 0. 3657644 0.0440240  1ntcept
1.00 BEO5 .00 1 =0, 2049495 0.0377749  intcept
1.00 E0a.00 1 -0.4732580 0.0411038  1ntcept
1.00 07 .00 1 -0.2183398 0.0381740  intcept
1.00 BOE.00 1 0.2533768 0.0358708 intEEpt
1.00 09,00 1 =0, 1449054 0.0281281 1intcept
1.00 BE10.00 1 -0.1526582 0.0291689 intcept
1.00 513.00 1 -0.3504516 O.0621495 intEEpt
1.00 514,00 1 0.1042001 0.032893F7 intcept
1.00 515.00 1 o.0021r722 0.0244088 intcept

.

Kl ;I_I

| | Lnt, ol y

The mean of the empirical Bayes estimates is— 0.0002. The estimates ranged from — 0.473258 for
school 506 to 0.410744 for school 407. In both cases a mass-media intervention procedure was
applied, and thus Tv = 1, but cc = cc*Tv = 0. For students with a PreTHKS score of 3 from each of
these schools, thisimplies

—0.473258+0.3741+0.3871(3)

. e
Prob(THKSbin; =1|CC =0, PreTHKS=3,1D = 506) = 17 o O O O
e1.062142
= —1+ oz =0.7431

and

eO.4lO744+0.3741+ 0.3871(3)

Prob(THKSbhin; =1|CC=0,PreTHKS=3,1D = 407) = 1
+

e0.410744+ 0.3741+0.3871(3)

e1.946144

:Ziqjgﬁﬁ6523:(l8750

respectively. The fact that the intercept for school 407 lies higher than the average is reflected in
the higher probability (87.5%) that a student with average pre-intervention knowledge score will
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obtain a high post-intervention score. School 506, on the other hand, has an intercept far below the
average, and a student from this school has, in effect, a 74.31% chance of obtaining a high post-
intervention score.

2.5 A 3-level random intercept logistic regression model

Having fitted 2-level models where students were nested within either classrooms or schools thus
far, we now consider a 3-level model with both classroom and school defining levels of the
hierarchy.

Setting up the analysis

We modify our model setup saved to the syntax file TvBS.mum by first using the Open Existing
Model Setup option on the File menu to retrieve the syntax file. Then click on File, Save as to save
the model setup in a new file, such as TvBSC.mum. Next, select CLASS as the Level-2 ID and
SCHOOL asthe Level-3 IDs as shown below. We now have both level-2 and level-3 1Ds sel ected.

% Model Setup: TYBCS.mum =0l

Configuration |Ealiables| Starting Values' Eattemsl Advanced | Linear Transforms

Title 1: |Logistic Hlevel random intercept mode!

Title 2 |TVSFP data

Dependent Yariable Type: Ihinary j Level-2 [Ds: IEIass j
Dependent Y ariable: ITHKShin j Level-3 [Ds: ISchooI j
Cateqaries: 0 Value Write Bapes Estimates: Ino j

2 Convergence Criterion: |D.DDD1

Mumber of Iterations: |1 ]

Migzing Values Present: |false j Perform Crozstabulation: Ino 'l

Enter the main title to be displayed in the output,
The maximum length is B0 characters.

Keep al the other settings unchanged. Save the changes to the file TvBCS.mum and select the Run
option on the Analysis menu to run the analysis.
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2.6 Discussion of results

The portions of the output file TBVSC.out containing the estimates of the fixed and random
coefficientsin the current model are shown below.

~i0i x4

;? File Analysis Window Help _|ﬁ'|ﬂ

| Optimizmation Metho Adaptive Ouadrature |
g==========================================¢
Humber of cquadrature points = Z5
Munber of free parameters = 7
Number of iterations used = &
-Zlnl {deviance statistic) = Z055.70206 ol
Akaike Information Criterion Z0E2. 7020
Zchwarz Criterion Z107. 34637 _I
-

Save Az | LCloze |

JRT=TE

:? Eile analysis window Help _|5||i|

Estimated regression weights

Standard
Parameter Estimate Error z Value P Walue
intcept -1.2465 0.1357 —-6.3687 0. oooo
PreTHES 0.3954 0.04632 2.E33E 0.oo000
CcC 1.0383 0. 2448 4. 2416 0. oooo
paod 0.3328 0.Z2358 1.4104 0.1534
CC*TW -0.4644 0.323427 —-1.32EEZ 01754

Estimated lewel Z wariawnces and covariances

Standard
Parameter Estimate Error z Value I Walue J

intecept fintcept 0.1543 0.o0sl1z2 z.0z77 0.04Z¢

Save Az | Cloze I
-lox
33 File Analysis ‘Window Help =18 I
Estimated lewel 3 wariances and covariances ;I
Standard
Parameter Estimate Error z Value P Walue
intcept rintceps o.0s30 Coosie 10213 0.307m1 —
=
Save As... | LCloze |

Results for this model are compared to those obtained using the 2-level model previously
considered, along with a model in which students are nested in classrooms. Generally, there is
close agreement between the models in terms of both the sign and size of the effects. Note that the
only intervention method that consistently has an estimated coefficient significantly different from
zero is cc. While use of the media intervention (TV) can positively influence the post-intervention
score, it seems clear that using both methods simultaneously does not have any real benefits.
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Table 2.3: Comparison of results for three models with binary variable THKSbin as outcome

Coefficient 2-level: 2-level: 3-level
CLASS as ID | SCHOOL as ID
Fixed effects:
estimate -1.2535 -1.228 -1.2465
Intercept standard error 0.1695 0.1949 0.1957
estimate 0.401 0.3871 0.3954
PRETHKS standard error 0.0461 0.0451 0.0463
estimate 0.9883 1.0893 1.0383
cC standard error 0.1973 0.2454 0.2448
estimate 0.287* 0.3741* 0.3325*
TV standard error 0.192 0.235 0.2358
estimate -0.369* -0.5578* -0.4644*
CCXTV standard error 0.2774 0.3403 0.3427
Random effects:
Var(between estimate 0.2193 0.1649
classrooms)  |standard error 0.0802 0.0813
Var(between |estimate 0.1065 0.063*
schools) standard error 0.0578 0.0616

*: Not significant at 5% level of significance.
3-level ICCs

Intraclass correlation coefficients can be obtained for the three-level dichotomous outcome model.

As mentioned earlier, it is assumed that the level-1 error variance is equal to z°/3 for the logistic
link function if the model is true (see, e.g., Hedeker & Gibbons (2006), p. 157). Using this
approximation, the formulae for the standard ICCs can be adjusted.

From the output for the random effects, we have

Level-1: error var = 7%/3=3.2899
Level-2: classvar = 0.1649

Level-3: school var = 0.0630.

Based on this information, we can calcul ate the | CCs as shown below.
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Similarity of students within the same school:

IcC - Ous) _ 0.063
2 2 2
02y +02, +o?  0.063+0.1649 +3.28986

=0.0179.

Similarity of students within the same classrooms (and schools):

IcC - ooz _ 0.1649
2 2 2
02y +02, +o?  0.063+0.1649 +3.28986
= 0.04688.

Similarity of classes within the same school:

2

co__ Cwm ___ 01649
02y +02, 0.063+0.1649

=0.7236.

Estimated unit-specific and population-average probabilities

Under the assumption that v,, v, and ¢, are independently distributed, it follows that for the
three-level model the design effect is defined as

2 2 2
_ (GV(3) +0y +O )

2
(&)

=1.0692.

dijk

The estimated unit-specific probabilities are calcul ated using

7y« = —1.2465+1.0383x CC, +0.3325x TV, —0.4.644x CC, x TV,
+0.3954x PreTHK S,
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and

1

Prob(THKSbin=1|B) = —
1+e "™

The estimated population-average probabilities (Hedeker & Gibbons, 2006) are obtained in a
similar fashion as the unit-specific probabilities after replacing ﬁijk with ﬁijk :fy”k/ d, inthe
second of the equations shown above.

46



3 Mixed models for ordinal outcomes

3.1 The data

To illustrate the application of the mixed-effects ordina logistic regression model to longitudinal
data, we examined data collected in the NIMH Schizophrenia Collaborative Study on treatment-
related changes in overal severity. Specifically, Item 79 of the Inpatient Multidimensional
Psychiatric Scale (IMPS; Lorr & Klett, 1966) was used. In this study, patients were randomly
assigned to receive one of four medications. placebo, chlorpromazine, fluphenazine, or
thioridazine. Since previous analyses (Longford, 1993, and Gibbons & Hedeker, 1994) revealed
similar effects for the three anti-psychotic drug groups, they were combined in the present analysis.
Finally, again based on previous analysis, a square root transformation of time was chosen to
linearize the relationship of the IMPS79 scores over time.

Data for the first 10 observations are shown below in the form of a SuperMix spreadsheet file. Open
the SuperMix spreadsheet file schizx1.ss3 stored from the examples\ordinal folder. Save this
spreadsheet as schizx.ss3 in the same folder, and rename the columns headers using the Column
Properties dialog box so that A = ID, E = Drug, and H = WSQRT*DRUG, as shown below.

JRI=TE
BH Fl= Edit Window Help 1= =]
[1103 &pply |
) ID [B1 IMPS79 | [CI IMPS79D | (D) IMPS790 | [E] DRUG | [F] WEEK | 5] SORTWEEK | [H] WSORT:DRUG | =

1 1103.00 5.50 1.00 4.00 1.00 0.00 0.00 .00 _|

2 1103.00 .00 0.00 200 1.00 1.00 1.00 1.00

3 1103.00 8,00 -5.00 -3,00 1.00 200 1.4 1.41

4 1103.00 250 0.00 200 1.00 200 1.73 1.73

5 1103.00 8,00 5,00 -0 1.00 4.00 200 200

B 1103.00 800 -5.00 -a,00 1.00 5.00 224 224

7 1103.00 4.00 1.00 2.00 1.00 £.00 245 2.45

8 1104.00 E.00 1.00 4.00 1.00 0.00 0.00 0.00

g 1104.00 3.00 0.00 200 1.00 1.00 1.00 1.00

10 1104.00 8,00 -9.00 -0 1.00 200 1.4 14
o i sl

The variables of interest are:

0 ID indicates the subject (437 patientsin total).

0 IMPS79 represents the origina score on Item 79 of the Inpatient Multidimensional
Psychiatric Scale. It was scored as: 1 = normal, or not at al ill; 2 = borderline mentaly ill; 3
= mildly ill; 4 = moderately ill; 5 = markedly ill; 6 = severely ill; and 7 = among the most
extremely ill.

0 IMPS79D isarecoded version of the same scale, but in binary form, where scores up to, but
excluding 3.5 were coded 0O, and scores of 3.5 or higher were coded 1. The value "0" is
associated with measurements classified as normal, borderline, mildly, or moderately
mentally ill, while the value "1" was assigned to measurements corresponding to "markedly
ill" through "most extremely ill."
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0 IMPS790 is aso a recoded version of the same scale, but with the 7 original categories
reduced to four: 1 = normal or borderline mentally ill, 2 = mildly or moderately ill, 3 =
markedly ill, and 4 = severely or among the most extremely ill.

0 DRUG indicates the treatment group, where 0 indicates the placebo patients, and 1 refers to
the drug patients.

0 WEEK represents the time during the course of the study when a specific measurement was
made, and ranges between 0 and 6.

0 SQRTWEEK is the square root of WEEK. This variable is generated within the SuperMix
spread sheet.

0 WSQRTXDRUG isthe product of the treatment group and the square root of WEEK.

In this data file, each subject's data consist of seven lines, these being the repeated measurements
on seven occasions. Notice that there are missing value codes (-9) for some subjects at specific time
points. The data from these time points will not be used in the analysis, but data from these subjects
at other time points where there are no missing data will be used in the analysis. Thus, for inclusion
into the analysis, a subject's data (both the dependent variable and all model covariates being used
in a particular analysis) a a specific time point must be complete. The number of repeated
observations per subject then depends on the number of time points for which there are non-
missing data for that subject. The specification of missing data codes will be illustrated in the
model specification section to follow.

3.2 Graphical displays
Defining column properties

Defining column properties for the ordinal data is recommended. We use the column of IMPS790
as an example. First, highlight the column of IMPS790 by clicking on its header. Then right click
and select the Column Properties option as shown below to open the Column Properties dialog box.

=1olx|
B4 Fle Edt window Help -8 x|
|4 Apply |
@10 | Bl MPs73 | o) MPS7ID | (o) iMPs70 ey nene | e ek | e cnemweEk | () wSORTADRUG | 4]
1 1102.00 BE0 1.001 . Calurnn Properties. .. X 0.00 J
2 1103.00 3.00 0.00 20 1.00 1.00
3 1102.00 4.0 4.0 a0 E”t EET’E 1.41 141
4 1103.00 250 0.00 a0 o i 1.73 1.73
5 1103.00 900 9.00 | has= ir 200 200
B 110300 9.00 9.00 gp  Pastslvalusonlyd  Shift+CirbY o 5y 224
7 1103.00 400 1.00 i —— 245 245
8 1104.00 £.00 1.00 40 belote Column 0.00 0.00
3 1104.00 3.00 0.00 20 1.00 1.00
10 1104.00 400 800 80 Sort Ascending 141 141
11 110400 150 0.00 10 Sort Descending 1.73 173
47 1104 nn ann ann an N '7nn4|j
ﬂJ Clear 3 »

The header of the Column Properties dialog box indicates the current variable name. Keep the
default number of decimal places unchanged. Enter -9 in the Missing Value Override string box.
Select the Ordinal radio button to activate the grid field to enter the labels for each category as
shown below.
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¥ Column Propertie oy ] 54
Header; |IMPS730
MNumber of Decimal Places: |2
Mizzing Valuz Owverride: |-9
€ Nominal ' Ordinal ~ Continuous
Walue | Lahel &
2 Marmal
3 |2 Moderate _I
4 |3 Marked
5 |4 Severe -
| 3
Ok | Cancel |

Click on the oK button and save the change to the data set by clicking on the File, Save option.

Univariate graphs

As a first step, we take a look at the ordina variable IMPS790 which is the potential dependent
variable in this study.

Pie chart
To generate a pie chart for IMPS790, first open the schizx.ss3 in the SuperMix spread sheet. Next,
select the File, Data-based Graphs, Univariate option to load the Univariate plot dialog box. Select
the variable IMPS790 and indicate that a 3D Pie Chart isto be graphed as shown below.

List of Wanables
Mame | Plat ©
ID ||
IMP573 r
IMP57ED l_
IMP5730 ivi
DRUG r
WEEK r
SORTWEEK r
WSARTRDRUG N
" Bar Chart
" Pie Chart
' 3D Pie Chart
" Histogram
L
Mumber of class intervals: |10 =
Plat | Cancel |

Click the Plot button to display the following pie chart. Note that most of the observations fall into
the Severe illness category. Keep in mind that the pie chart takes all observations, regardless of the
time of measurement, into account. As such, it is informative about the distribution of all observed
values of the potential outcome, but does not provide any information on possible trends in illness

level over time.
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':F‘ SuperMix - [3D Pie Chart - IMPS790] _ | Dlll
,'P File Settings Window Help 1= x|

IMPS790

Mormal

Mormal 180

Severe

Maiked M2
erate

Marked

Figure 3.1: Pie chart of IMPS790 values

Relationships between variables: bivariate bar chart

It is hoped that the severity of the illness (IMPS790) will decrease over the treatment period. Before
considering fitting a model to these data, we would like to explore the relationship between IMPS790
and WEEK using a bivariate bar chart.

Bivariate bar chart

A bivariate bar chart is accessed via the Data-based Graphs, Bivariate option on the File menu. The
Bivariate plot dialog box is completed as below: select the outcome variable IMPS790 as the Y-
variable of interest, and the predictor WEEK to be plotted on the x-axis. Check the Bivariate Bar
Chart option, and click Plot.

List of Variables
Mame |

1 4

D

IMP573
IMP573D
IMP5730
DRUG

WEEK,
SORTWEEK
WwSORT=DRUG

= e 4

" Scatter Plot

= Line Only Plat

" Scatter and Line Plot
.

Mote: Only one & varable may be selected

Plat | Cancel |
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As shown below, most patients did not participate in the study at weeks 2, 4 and 5. At the
beginning of the study (week 0), alarge percentage of patients are markedly or severely ill. By the
end of the study (week 6), most patients are reported as normal or moderate.

':F‘ SuperMix - [Bivariate Bar Chart - IMPS790 vs YWEEK] - IEllll
“P File Settings Window Help ==l

IMPS790 vs. WEEK

300

d— Marmal

280

Mlarked

aom

200

150 m—

100+

504

0+

Figure 3.2: Bar chart of IMPS790 vs. WEEK

3.3 An ordinal regression model with random intercept

An ordina variable is a categorica variable where there is alogical ordering to the categories. In
most cases, treating an ordina outcome as a continuous variable is inadvisable, due to the reasons
discussed in Section XX.1.1. Asin the case of a binary outcome variable, alink functionisused in
order to take the ceiling and floor effects of the ordinal outcome into account. The available link
functions in SuperMix include probit, logistic, complementary log-log and log-log.

The model

Let the outcome variable be coded into c categories, where ¢c=1,2,...,C. In this example, the

ordinal variable IMPS790 defines the severity of the illness in terms of four categories, and thus
C=4. Asordina models utilize cumulative comparisons of the categories, define the cumulative

probabilities for the C categories of the outcome Y as P, =Pr(Y, <c)=Y_p, , where p,
k=1

represents the probability that the response of the jth measurement on patient i occursin category k.

The type of drug, time elapsed since start of treatment, and the interaction between drug taken and

time elapsed are of interest as predictors. The logistic regression model with IMPS790 as outcome
can then be written as

Level 1 model:

y, =log (%] =7, —[ by +B,DRUG, + b, SQRTWEEK, +b, (WSQRT*DRUG), |

j=1--n;c=12--,C-1
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Level 2 model:

b0i :,BO+V0i1 i=1---,N

bli ::31
b2i :ﬂz
bsi :ﬂa

The cumulative probability can be expressed by

eyc—[bm +1DRUG; + by SQRTWEEK; +b; (WSQRT*DRUG), |

P =

ijc

a 1+ eyc—[boi +13;DRUG; + by SQRTWEEK; +b;; (WSQRT*DRUG), |

To obtain the probability for category c,

plj,c = Pij,c+l - I:?j,c

As shown above, the intercept b, is estimated by a level-2 equation. It indicates that patient i’s
initial IMPS790 value is not only determined by the population average S, , but aso by the patient
difference v, . In other words, patients may have different average intercepts, and the model makes

provision for this eventuality. The slopes are assumed to be the same for al the patients, which
implies that each patient’strend lineis parallel to the population trend.

The connection between an ordinal outcome variable y with C categories and an underlying
continuous variable y* is

y=coy,, <y <y, ¢c=12.,C

where it is assumed that y,=-00 and y. =+cw. In addition, y, is usualy set to O to avoid
identification problems.
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Setting up the analysis

Open the SuperMix spreadsheet schizx.ss3 and select the File, New Model Setup option. In the
Configuration screen of the Model Setup window, enter atitle for the analysisin the Title text boxes.
Select ordered from the Dependent Variable Type drop-down list box. Select the outcome variable
IMPS790 from the Dependent Variable drop-down list box. Once this selection has been made, the
Categories grid is displayed, with the distinct values of the categories shown.

% Model Setup: SCHIZX1.mum =10 x|
| Wariablez I Starting Y alues I Patterns I Advanced | Linear Transforms |
Title 1: |Hand0m intercept ordinal logistic regression model
Title 2: [NIMH SCHIZ Data
Dependent ‘ariable Type: Im Level-2 IDs: m
Dependent Y ariable: Im Level-3 1Ds: Iﬁ
Categories: T Vale ‘wirite Bayes Estimates: m
Z 2 Convergence Criterion: IU.UUU1
%i Murnber of [terations: |1DD—
Miszing Values Present: Im Perform Crozstabulation: lm
Iizzing "alue for the Dependent Yar: |9—
Global Missing ¥alue: |9—
Usze the arrow keys or click on the desired tab ta select the category of interest for the model.

We notice that the missing value -9 is also included as a category. The Missing Values Present
drop-down list box is used to specify the values of missing data for both outcome and predictors.
As a first step, set the value of the Missing Values Present drop-down list box to True. The
appearance of the screen will change when this is done, and text boxes for the specification of the
missing data codes are displayed. Start by entering the value -9 in the Missing Value for the
Dependent Var text box. Do the same for al the predictors included in the model by entering -9 in
the Global Missing Value text box. Finally, select the patient ID from Level-2 IDs drop-down list box
to produce the Configuration screen seen above.

Proceed to the Variables screen by clicking on this tab. The Variables tab is used to specify the
fixed and random effects to be included in the model. Select DRUG, SQRTWEEK and
WSQRTXDRUG as explanatory (fixed) variables using the E check boxes next to the variables names
in the Available grid at the left of the screen. The Include Intercept check box in the Explanatory
variables grid is checked by default, indicating that an intercept term will automatically be
included in the fixed part of the model. Next, specify the random effects at level 2 of the hierarchy.
In this example, we want to fit a model with random intercepts at level 2. By default, the Include
Intercept check box in the L-2 Random Effects is checked, indicating the inclusion of a random
intercept at thislevel in the model.
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% Model Setup: SCHIZX1.mum

=101

LConfiguration tarting \"'alues' Eattems' gdvancedl Linear Transforms'
Available | E | 2 Explanatory ¥ ariables L-2 Random Effects

D r DRUG

IMP579 i SORTWEEK

IMP5790 r WSLRT<DRUG

IMP5790 r

DRUG Wi

WEEK i

SORTWEEK |~

WSART=DRUG =i

¥ Include Intercept

¥ Include Intercept

Usze the arrow keys or click on the desired tab to select the categary of interest far the madel.

The default link function for the ordinal outcome variable is the probit link function. To change it
to the logistic link function corresponding to the model formulation above, click on the Advanced
tab and select the logistic link function from the Function Model drop-down list box as shown
below. Use 25 quadrature points.

¥ Model Setup: SCHIZX1.mum o ] 3
Qonfigurationl Eariablesl Starting Valuesl Palterns  Advanced |I:inear Transformsl

— Ewplanatony Variable Interactions

Include Interactions: Ino Yl FRight-Cenzoring: Inone Yl
Maodel Terms: Isubtract Yl

— Ordered Dependent Yariable Settings

Unit ‘weighting: I equal v l

Function Model:

Mumber of Quadrature Paints: |25
Prior for Mumerical Quadrature: Inormal 'l
PFriar Distribution: Ispecific 'l

I Select from probit, logistic, complementary log-log, and log-log responsze functions.

Before running the analysis, the model specifications have to be saved. Select the File, Save As
option, and provide a name (SCHIzx1.mum) for the model specification file. Run the analysis by
selecting the Run option from the Analysis menu.
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3.4 Discussion of results
Syntax

The syntax corresponding to the model setup is given in the model specifications. These lines of
SuperMix syntax are saved as a*.inp file with the same name as the model setup file (*. mum). At the
top of the output file, the syntax lines are printed as shown below. The first part indicates that an
ordinal outcome is analyzed, states the selection of iteration control options, does not request Bayes
residuals, and contains all the specifications necessary to define the model fitted as an ordinal
model with logistic link function. The second part of the syntax provides information on the
structure of the data, the name and structure of the outcome variable, the missing values and the
predictors included in the model.

# SuperMix - [SCHIZX1.0ut] =10l

3’3 File analysis  Window Help _|E||5|

The following lines were read from file B2CHIZX1.inp ﬂ

Model=0rdinal;
Options Converge=0.0001 Maxiter=100 Bayesz=No ModelTerms=subtract
NQuadPT3=2ZE5 Prior=normal;
Link=logistic:
Warnames= ID IMP272 IMPS75D IMPE7S50 DRUG WEEE SQRTWEEE WEQRTxDE intcept;
Titlel=Random intercept ordinal logistic regression model;
TitleZ=NIMH SCHIZ data;
DataFile=C:'I'rogran Files'\ SuperMix" SCHIZKL. dat;
LewvelZID= ID;
Dependent= IMP3730;
Categories= 1 2 3 4;
Dependent Miss=-3;
Global Miss=-2;
Predictors= intcept DRUC SQRTWEEE WEQRTxDI:
LEZRandom= intcept;
FixPatType=Free;
CovzPatType=Correlated; ;I

Save Az LCloze

Data summary

The next section of the output file contains a description of the hierarchical structure and model
specifications. The use of alogistic response function (logit link function) with the assumption of a
normal distribution of random effects is indicated.

% SuperMix - [SCHIZX1.0ut] =101

g& Eile Analysis wwindow Help _|E’|5|

Level 1 cbservations = 1le03 ;I
Level Z chzervations = 437

The number of lewel 1 ocbservations per lewel £ unit are:

L

-G R N N A N R Y
R R R R T W R R R
L T N A N I N N N )
| N N A N N AN N
BB P R R R DR R
N N A N N A AN SN
A R
R LA KT R G R Y
PN N S AN SN
L T R A A N
| N N N A N A N N N Y
BRI R R R R
A A R N A I '
R A R A R
L TN O N N A N A N
A A A N
L R N N S A N N
B e TR LD P
| N A R N N
KR

Save As... LCloze
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Thisisfollowed by a summary of the number of observations nested within each patient. As shown
below, 437 patients with a total of 1603 observations are included in this study after listwise
deletion. The number of observations per patient (level 2 unit) varies between 2 and 5.

Descriptive statistics and starting values

Next, the descriptive statistics for all the variables are given. Notice that the variable name
WSQRTXDRUG is truncated to WSQRTxDR. This is because SuperMix only recognizes the first 8
characters of avariable name.

% SuperMix - [SCHIZX1.0ut] - o] x|
.‘? File Analysis Window Help o = |
=
Descriptive statistics for all wariables
Wariable Mininum Maximum Mean Stand. Dew.
IMPE750 1.00000 4_00000 279601 1.0z2240
intcept 1.00000 l.00000 1.00000 0. ooooo
intcept 1.00000 1_00000 1.00000 0.00000
DRUG 0. ooooo l.00000 0.76419 0.4z2464
SQRTWEEE 0. ooooo Z.44350 1.2z2041 0.89651
WEQRT=DR 0. 00000 Z.44250 0.24424 0.94541
[
Save As.. | LCloze |

As shown below, the output file for the ordinal outcome also provides a frequency table for the
dependent variable. The data summary is followed by descriptive statistics for al the variables
included in the model (not shown). We note that 33% of the measurements were in the highest
category of the outcome variable, and correspond to the "severely or among the most extremely ill"
group. Only 12% of measurements are in the first category ("normal, not at all ill™).

¥ SuperMix - [SCHIZX1.0ut] B [w] 5|
:? Eile Analysis window Help &1 x|
[
Categories of the response wariable IMPETS0
Category Fregquency Proportion
l.00 1lz0.00 o.11853 [l
Z.00 474_00 0_25570
2.00 41z.00 O_Z570Z
400 EE7._00 o.2E876
|
Save Az | LCloze |

Descriptive statistics are followed by the starting values of parameters. The starting values for the
predictors intercept, DRUG, SQRTWEEK and WSQRTxDR are given in the first line (covariates), while
the starting value for the variance component associated with the random level-2 intercept is given
in the second line (var. terms). The third line shows the starting values of the thresholds. In 18% of
the subjects, no change in the category assigned for measurements was observed, as indicated by
the last two lines shown below. Since the first threshold is fixed at O for identification purposes,
starting values for the second and third thresholds only are listed.
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# SuperMix - [SCHIZX1.0ut] =10l

;g Eile analysis  Window Help _|ﬁ||1|

Starting wvalues

covariates 0.000 0.000 0.000 0.000
var. Lerms O.E74
thresholds l.660 2.720

==r The mumber of lewvel I observations with non-varying responses

= 79 0 12.08 percent _J
-

Saveds.. Cloze

Fixed effects estimates

The fina results after 16 iterations are shown next. The estimates are shown in the column with
heading Estimate, and correspond to the coefficients f,, A, ..., B, in the model specification. The

standard error, Z-value and p-value are also printed.

% SuperMix - [SCHIZX1.0ut] - o) x|
;? File Analysis Window Help o =l |
————————————————————————————————————————————————————————— [
* Fimal DBesults - Maximum Marginal Likelihood Estimates *
Total Iterations = 16
Quad Pts per Dim = Z&
Log Likelihood = —-1701.3832
Deviance (-ZlogL) = 240E_TEE
Ridge = 0.000
Variable Estimate Stand. Error 2 p-valus
intcept 5.8524Z 0.34Z85 17.0%057 0. 0oooo (2
LRUG -0.0E530% 0.321083 -0.19011 0.849232 {2}
SQRTWEEEK -0.7eE71 0.11374 —-&_.3350Z 0. 0oooo (&)
WEQRTxDR -1.z0&E0% 0.13314 -3_058301 0.00000 (2}
RPandom effect wariance term (standard deviation)
intcept 1.94Z28 0.12749 15 zz482 0.00000 {1y
Thresholds (for identification: threshold 1 = 0}
2 2302264 0.12z37 E2.9100& 0.o00o00 (Y]
i} E.lEOED 0.173zE5 Z8.73307 0. 0oooo (L)
note: (1) = l-tailed p-value
{2} = Z-tailed p-value _J
-
Save Az . | Cloge |

The variation in the intercept over the subjects is estimated as 1.94225° = 3.77233, and from the
associated p-value we conclude that there is significant variation in the (random) intercept between
the patients included in this analysis. In the case of the fixed effects, a 2-tailed p-value is used, as
the alternative hypothesis considered here is of the form H,: g = 0. As variances are constrained

to be elements of the interval [0,+o) and thresholds are constrained so that y, <y, <y,, the p-

values used for these effects are 1-tailed. The results indicate that the treatment groups do not differ
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significantly at baseline (the estimated DRUG coefficient is not significant). The placebo group
seems to improve over time, as the SQRTWEEK coefficient is both significant and negative. Note
that the interpretation of the main effects depends on the coding of the variable, and on the
significance of the WSQRTxDR interaction which forms part of the model.

As noted before, it is assumed that y,=—o and y. =+, with y, usually set to O to avoid
identification problems. For the present example, C = 4, and from the output we see that
772 =3.03264 and 773 =5.15150. These values are used in combination with the coefficients of

DRUG, SQRTWEEK, and WSQRTxDR to calculate estimated outcomes for different groups of
patients (see Section XX X).

Intraclass correlation (ICC)

Below the estimate the intracluster correlation (ICC) is given. The residual variance for the logistic
link function is assumed to be 7 /3.

% SuperMix - [SCHIZ%1.out] Ny [=] 3|
:;3 File Analysis Window Help _|51|5|
=
Caleulation of the intracluster correlation
residual wvariance = pi*pi / 3 {(assumed)
cluster wariance = (1.942 * 1_94Z7) = 3. 772
intracluster correlation = 3.772 f ( 3.77E + (pi*pisf3ir = 0.534 r |
=l
Save As... | LCloze |

The Icc in this model refers to the intra-person correlation. It is reported as 0.534, which is fairly
high. Generally, the shorter the interval between the repeated measurements, the higher the ICCs
will be.

Estimated outcomes for groups: unit-specific probabilities

To evauate the expected effect of the treatment group and the square root of time of treatment,
while alowing for the interaction between treatment and the square of time, we use the expression
below:

1-P !

ijc

|Og( ch ]: j;c _|:60i + 6‘|_|DRUG| + E\)2|S(2RTWEEKI +63i (WSQRTXDRUG) :|
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or

Ii\i)'c -
Iog{ 5 | = e

= 7, —5.85942 + 0.05909x DRUG, + 0.76571x SQRTWEEK
+1.20609x (WSQRT*DRUG)

Whenc= 1and y, =0, wefind that, for a patient from the control group (DRUG = 0, SQRTWEEK =
WSQRTXDR = 0),

Similarly, the probabilities that a typical patient from the control group responded in a specific
category at the start of the study are obtained by substituting y, =0 with 772 =3.03264, and

A

7, =5.15050. The cumulative probabilities we calcul ated are

. e’}" 2 3.08264.5.85042

R, = 14 g 1+ 03264.5.85042 =0.05589

5 _ eﬁus ~ 51505585942 032084
ij3 — 14 e,;ug - 1+ e5_1505-5.85942 -

Thus, the estimated category probabilities we have for such a group (category 1 to 4) are obtained
as

P, = 0.00284-0=0.00284
P,. = 0.05589-0.00284 = 0.05305
P;s = 0.32984-0.05589 = 0.27394
P;, =1-0.32984 = 0.67016

For this group of patients (DRUG = 0) at the starting week, the expected percentages of patients in
each of the categories are as follows: 0.3% of the patients are normal or borderline mentaly ill;
5.3% of the patients are mildly or moderately ill; 27.4% are markedly ill and 67% are severely or
extremely ill. Similarly, we can calculate the estimated percentages for both groups at all the time
points as shown in Table 3.1.

59



Table 3.1: Estimated % for both groups at 7 time points

Placebo patients (drug = 0)

Drug patients (drug = 1)

severityl normal moderate marked severe | normal moderate marked severe
week 0| 0.28% 530% 27.39% 67.02% 0.30% 5.61% 28.39% 65.70%
week 1| 0.61% 10.68%  40.13% 4858%  2.13% 28.96% 47.86% 21.05%
week 2| 0.84% 14.05% 44.36% 40.76%  4.69% 45.83% 38.94% 10.54%
week 3|  1.06% 17.17% 46.73% 35.04%  843% 57.21% 28.43% 5.92%
week 4| 130% 20.19% 47.98% 30.52% 13.51% 62.91% 20.00% 3.58%
week 5| 156% 23.15% 48.47% 26.83% 19.92% 63.85% 13.95% 2.28%
week 6| 1.83% 26.04% 48.39% 23.75% 27.48% 61.24% 9.78% 1.51%
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