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1 Models for continuous outcomes

1.1 Models based on a subset of the NESARC data
1.1.1 The data

The data set is from the National Epidemiologic Survey on Alcohol and Related
Conditions (NESARC), a longitudinal survey with its first wave fielded in 2001-2002.
The NESARC is a representative sample of the United States population, and 43,093
Americans participated in the first wave of the survey. The NESARC survey was
conducted and sponsored by the National Institute on Alcohol Abuse and Alcoholism
(N1AAA). Detailed information is available at http://niaaa.census.gov/index.html.

Section 4 of the NESARC data documentation describes data regarding major
depression, family history of major depression and dysthymia. Together with the
demographic information in Section 1, we produced the nesarc_lI2.xIs data set as
shown below. There are 2,339 dysthymia respondents in the survey. After listwise
deletion, the sample sizeis 1,698.

Bl nesarc_lI2.xls |

A B C D E F | I H | Zi
PSUlL WEIGHT WHITEOTH BLACK HISPANIC M_S_DEFP ARG_DEP| AGE_DEF =
1011 3476 6663
1011 30520965
1011 1182.0326
1011 3041.0523
1011 53429421
1011 B767.0638
1011 3460.2895
1011 3460.2895
1015 3167.2861
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http://niaaa.census.gov/index.html

The variables of interest are:

(0]

(0]

PSU is the Census 2000/2001 Supplementary Survey (C2SS) primary
sampling unit (PSU).

WEIGHT is the fina weight, calculated as the product of the NESARC base
weight and other individual weighting factors.

WHITEOTH represents the white and other ethnicities, excluding African
American and Hispanic. It is recoded from items S1Q1C, S1Q1D2, S1Q1D3
and s1Q1D5 in the NESARC source code (1 for white and other, O for African
American and Hispanic).

BLACK represents African Americans. It is recoded from items s1Q1C and
S1Q1D3 in the NESARC source code (1 for African American, O for others).

HISPANIC is an indicator for Hispanic. It is recoded from items S1QicC,
S1Q1D3 and S1Q1Ds5 (1 for Hispanic, O for others).

M_S_DEP is recoded from item S4BQ10C. It is the response to the statement
“Any of natural mother’s full sisters ever depressed,” with 1 for “Yes,” and
0 for “No.”

ARG_DEP is recoded from item S4CQ43. It represents the response to the
statement “Had arguments/friction with family, friends, people at work, or
anyone else,” with 1 for “Yes,” O for “No.”

AGE_DEP is a renamed version of item S4CQ7AR. It represents the age at
onset of first episode of dysthymia.

Inspection of the data shows that only about 2% of 43,093 respondents are of Asian
and Pecific origin. Due to the skewness of the distribution of ethnicity, we recoded
the variables representing ethnic origin. The resulting variable WHITEOTH represents
this recoding of respondents as being either white or from other ethnic groups
(blacks and Hispanics excluded).

1.111

Importing the data and defining variable types

The data set shown previoudly is available in the form of a spreadsheet file, named
nesarc_lI2.xls. This file contains a subset of the original NESARC data, i.e. data for
the 1,698 respondents who reported some form of depression and for whom
complete information on variables of interest was available.



Thefirst step isto create the SuperMix spreadsheet file (*.ss3) from the Excel file:

0 Use the Import Data File option on the File menu to load the Open diaog
box.

o0 Browse for the file nesarc_lI2.xIs in the examples folder of the SuperMix
installation folder.

0 Select the file and click on the Open button to open the following SuperMix
spreadsheet window nesarc_I12.ss3.

=101 x|
ES File Edit Window Help o =l |
|PsU Apply |
BLA e | oc | oo | o|e | mF | @6 | mHH |
1 Pl WEIGHT "WHITEQTH BLALCEK HISFARIC M_5_DEF ARG_DEP  AGE_DEF _I
2 1011.00 347667 1.00 0.0 0.00 0.0o0 1.00 48.00
3 1011.00 308210 1.00 .00 0.00 1.00 0.00 R9.00
4 1011.00 1182.03 0.00 1.00 0.00 0.00 1.00 36.00
5 1011.00 3041.05% 1.00 .00 0.00 .00 1.00 17.00
E 1011.00 834294 1.00 .00 0.00 1.00 0.00 16.00
7 1011.00 E767 .06 1.00 0.0 0.00 0.0o0 1.00 29.00
2 1011.00 346029 1.00 .00 0.00 .00 1.00 43.00
3 1011.00 346029 1.00 0.00 0.00 0.00 0.00 41.00
10 1015.00 3E7.29 1.00 .00 0.00 .00 1.00 BE.00| o
4| LIJ

Note that row 1 of the spreadsheet contains the variable labels. To rename the
column headers to reflect the variables contained in each column, first left-click on
the row 1 tab to select the complete row and then right-click and select the Create
Headers from Row option from the pop-up menu as shown below.

s | ome | e | oo | EEe | FF | oms | mHiH |
[ men e TEDTH BLACK| HISPANIC, M_S_DEP| ARG_DEP  AGE_DEP| |
| EER 1.00 0.00 0.00 0.00 1.00 45.00
3 DeleteRow 1.00 0.00 0.00 1.00 0.00 54.00
4 oot retening 0.00 1.00 0.00 0.00 1.00 26.00
D5 oot bescering 1.00 0.00 0.00 0.00 1.00 17.00
e 1,00 0.00 0.00 1.00 0.00 16.00

7 1.00 0.00 0.00 0.00 1.00 zan0| -
K ;IJ

The spreadsheet headers now correspond to the names shown in the first row of the
spreadsheet. Thisrow is no longer needed, and is deleted by right-clicking anywhere
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on row 1 and then selecting the Delete Row option from the pop-up menu as
illustrated below

'?:‘ SuperMix - [nesarc_l12.ss3] o ] 4
BH Fle Edit window Help =12 =]

Apply |

| @rpsu | @LwEIGH | o wHITE | ) BLack | €1 HISPan| FIM_5_DE | (51 4RG_D | (HL4GE D | <]
L e

Lt o TEQTH ELACK. HISPANIC  M_S_DEF ARG _DEF  AGE_DEP

g | B A 1.00 0.00 0.00 0.00 1.00 45,00
) Ceeie o 1.00 0.00 0.00 1.00 000 59.00
T4 ot sseending 0.00 1,00 0.00 0.00 1,00 36.00
[ 5| Cnaesning 1.00 0.00 0.00 0.00 1.00 17.00
U B atin (o o v P 1.00 0.00 0.00 1.00 0.00 16.00
. I? I 1.00 0.00 0.00 0.00 1.00 29.uuLl;l

to produce the following SuperMix spreadsheet window.

i
B File Edt Wwindow Help == x|
| Apply |
wLPsU | BLwEIGH | (cLwHITE | Di_BLack | (€L HIsPanic| (FLM_s_DEP | 5] sRG_DER| HLAGE_DER | =

T 101100 47867 1.00 0.00 0.00 0.00 1.00 4z.00 |

2 1011.00 305210 1.00 0.00 0.00 1.00 0.00 £9.00

3 1011.00  1182.03 0.00 1.00 0.00 0.00 1.00 36.00

1 1011.00  3041.08 1.00 0.00 0.00 0.00 1.00 17.00

5 1011.00 634294 1.00 0.00 0.00 1.00 0.00 16.00

B 1011.00  G7E7.06 1.00 0.00 0.00 0.00 1.00 29.00

7 1011.00  3460.29 1.00 0.00 0.00 0.00 1.00 43.00

5 1011.00  3460.29 1.00 0.00 0.00 0.00 0.00 41.00

5 101500 3167.29 1.00 0.00 0.00 0.00 1.00 55.00

10 101900 305368 0.00 1.00 0.00 0.00 0.00 15000 o
K| LlJ

Next, we define the variable types. Highlight WHITEOTH by clicking on the variable
name, and then right click to open the following pop-up menu. Select the Column
Properties option

10



'?:‘ SuperMix - [nesarc_l1Z.ss3] ;Iglil
Ef Fle Edic Window Help == x|

1 Apply |

(@1LPSU_ | (B WEIGH | (C] WHIT ey ' J_5_DEP |i514RG_DEP | (M1 aGE~]
1 011.00 3476.67] e 0.00 1.00 L

2 101.00 305210 1.00 0.00

3 .00 118203 cut Chri+ 0.00 1.00

1 1071.00 3041.05 Copy Cirlec 0.00 .00

5 1011.00 534294 Paste Chriy 1.00 0.00

B 1011.00 676706 Paste {value only)  Shift+Ckrl+ 0.00 1.00

7 1071.00 386029 0.00 1.00

5 1011.00 346029 Insert Column 0.00 0.00

5 10500 3167.29 Delate Column 0.00 1.00

10 1900 3053.85 ISR 0.00 0.00

11 1300 187158 _ 0.00 0.00
12 1900 181958 Fort Descending 1.00 1.00 =
4 I : I o e Clear L3 T T LI_I

to open the Column Properties dialog box. Checking the Nominal radio button
enables the user to define the labels. Input correct labels for the different categories
as shown below.

¥ Column Propettie ] 3]

Header: [WHITEOTH

& Mominal ¢ Ordinal ¢ Continuous

Walue | Label =
1 |0 Elack ar Hispanid _I
2 1 “white & Other

N o

QK. | Cancel |

Similarly define BLACK, HISPANIC, M_S_DEP and ARG_DEP as nomina variables
and define AGE_DEP as continuous.

To save the nesarc_l12.ss3 spreadshest, select the Save As option from the File menu
to load the Save As Spreadsheet Data dialog box, and then enter the desired file
name in the File name string field as shown below. Click on the Save button when
done.

11



2]
Save jn; IL’f}Examples j - ok B

chctot, 553
chctokb_sqrt.ss3
MEps.553
nesarc_l2c,ss3

RIESBY.553
TYDAT.553

File narme: Inesarc_llz 223 Save

Led Lo

Save as ype: ISpleadsheets [*253) Cancel

1.1.1.2 Exploring the data

Graphics are often a useful data-exploring technique through which the researcher
may familiarize her- or himself with the data. Relationships and trends may be
conveyed in an informal and simplified visual form via graphical displays. SuperMix
offers both data-based and model-based graphs. Data-based graphing options are
accessed via the File, Data-based Graphs option once a SuperMix data file (.ss3) is
opened, and include Exploratory, Univariate, Bivariate and Multivariate graphs as
shown on the pop-up menu below. Model-based graphs are available after the
analysis has been performed, and will be discussed later in this section.

In the case of data-based graphs, we distinguish between three categories:
univariate, bivariate, and multivariate graphs. Univariate graphs are particularly
useful to obtain an overview of the characteristics of a variable. However, they do
not necessarily offer the tools needed to explore longitudinal data as completely as
one would wish. For that purpose, bivariate and multivariate data-based graphs are
more appropriate.

12



Univariate graphs

The pop-up menu below shows the data-based graphing options currently available
in SuperMix. As a first step, we take alook at the distribution of age at onset of first
depression episode (AGE_DEP), which is the potential dependent variable in this
study.

Histograms

A histogram represents the frequency of cases per unit interval. It gives a good
picture of the distribution of a variable. To create a histogram for AGE_DEP, select
the Univariate option from the Data-based Graphs menu as shown below.

=
BH Fle Edit window Help _ &1l
I__ [ew Project ChrlHM

= Import Data Fle, .. Chrl+T

Close | o BLack | 1L HIsPanic | FLM_s_pER | 161 aRG_DER| H_aGE_DER|
[ 0 0.00 0.00 0.00 1.00 4g.00] |
[ el St L ] 0.00 0.00 1.00 0.00 Fa.00
~ Open Existing Model Setup... Ctrl+E 0 1.00 0.00 0.00 1.00 36,00
— Convert MIX Definition File,..  Ckrl4+mM 0 0.00 0.00 0.00 1.00 17.00
™ e syntax File 0 0.00 0.00 1.00 0.00 16.00
S 0 0.00 0.00 0.00 1.00 24.00
[ ] 0.00 0.00 0.00 1.00 43.00
B Data-based Graphs Exploratary. .. 0.00 0.00 0.oo 41.00
_ ©penaraph... Chrl+G Univariate. .. 0.00 0.00 1.00 55.00
[ ETETare 0.00 0.00 0.00 15.00
| =ave Chrl+3 Multivariate... 0.00 0.00 0.00 35.00
| Savels.. : 0.00 1.00 1.00 22.00

: ] 1.00 0.00 1.00 1.00 20.00

I E::E o Cirl? ED 0.00 0.00 0.00 .00 12.00
B = 0 0.00 0.00 0.00 0.0 200 &
|t Ext ‘ Ll_l

The Univariate plot dialog box appears. Select the variable AGE_DEP and indicate
that a Histogram is to be graphed. The desired number of intervals shown on the
histogram is controlled by the Number of class intervals field. It is specified as 18 in
this case. Click the Plot button to display the histogram.
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Univariate plokt

List of Wariables
Mame |

4

PSU
WEIGHT
WHITEOTH
BLACK,
HISPANIC
M_S_DEP
ARG_DEP
AGE_DEP

C e e =

" Bar Chart
£ Pig Chart
™ 3D Pie Chart
& Histogram
=

i - |18
Mumber of class intervals: =

Cancel |

The histogram, as seen below, shows that the distribution of AGE_DEP is nearly
symmetrical, and should satisfy the normality assumptions implicit in a multilevel

model.

|! AGE_DEP

Eile Edit Graphs Options

Histogram of AGE_DEP

250 4
200
160 4

100 4

Figure XXX.1: Histogram of the variable AGE_DEP

]

M= 1698
hean = 31.393
5.0 =15434
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1.1.2 2-level random intercept model with 2 predictors
1.1.2.1 The model

A two-level multilevel model consists of two submodels, one at each level of the
hierarchy. A general two-level model for a continuous response variable y

depending on aset of p predictors X, X,,...,X. can bewrittenin the form
Yi = X‘ijl}+ Zlij Vi +&;

where i =1,2,...,N denotes the level-2 units, and j=1,2,...,n the level-1 units.
In this context, y; represents the response of individual |, nested within level-2
unit i. The model shown here consists of a fixed and a random part. The fixed part
of the model is represented by the vector product x'ij[s , Where x'ij isatypical row of
the design matrix of the fixed part of the model with, as elements, a subset of the p
predictors. The vector B contains the fixed, but unknown parameters to be

estimated. z;v; and &; denote the random part of the model at levels 2 and 1

ij Ui
respectively. For example, z}i represents a typical row of the design matrix of the
random part at level 2, and v, the vector of random level-2 effects to be estimated.
It is assumed that v,,,v,,,...,V,, areindependently and identically distributed (i.i.d.)

with mean vector 0 and covariance matrix @, . Similarly, the ¢; are assumed

W
i.i.d., with mean 0 and variance .

The first model fitted to the NESARC data explores the relationship between
AGE_DEP and the maternal-side depression and argument involvement, as
represented by the variables M_S_DEP and ARG_DEP. The level-1 model is at a
patient level, while the level-2 model is at a PSU level. The model can be expressed
as

15



Level-1 moddl:

AGE_DEP, = b, +1, x(MS_DEP), +b, x(ARG_DEP), +¢,

Level-2 modd:
bOi = o+ Vo
QJ = 181
bZi =,
where
g ~N(0,6%,)
v, ~N(0,X))

B, denotes the average expected age at onset of the first episode and £, denotes the
coefficient of the predictor variable M_S_DEP (slope) in the fixed part of the model.
Given that the variable M_S_DEP is an indicator variable, g, is in effect the

expected change in age at onset for patients who reported maternal-side depression.
Likewise, g, is in effect the expected change in age at onset for patients who

reported arguments and stress. The random coefficients v, and g; denote the

variation in the average expected AGE_DEP value between PSuUs and between
patients respectively.

The model can also be written in so-called mixed model notation, as shown below.

AGE_DEPR, =g, + p,*M_S DEB, + 8, * ARG_DEB, +v,, +¢,

16



1.1.2.2 Setting up the analysis

Open the SuperMix spreadsheet nesarc_l12.ss3 used during the exploratory analysis
discussed previoudly. The next step is to describe the model to be fitted. We use the
SuperMix interface to provide the model specifications. From the main menu bar,
select the File, New Model Setup option.

i
B Fi= Edt window Help _ &l x|
I: Mew Project e+
—  Impoark Data File. .. o e
| dlose | pi_BLack | L isPanic| FiLM_s_DEF |i5) sRG_DER| HL2GE_DEF | <]
= 0 0.00 0.00 0.00 1.00 4z00 |
i New Model Setup ED 0.00 0.00 1.00 0.00 59.00
~ Open Existing Model Setup... Ctrl+E 0 1.00 0.00 0.00 1.00 I6.00
. Convert MIx Definition File...  Cerl+m 0 o0 o0 o0 1.00 17.00
N — 0 0.00 0.00 1.00 0.00 16.00
O 0 0.00 0.00 0.00 1.00 29.00
C = 0 0.00 0.00 0.00 1.00 43.00
_ Data-based Graphs » 0 0.00 0.00 0.00 0.00 41.00
O Gpen @i cules PO 0.00 0.00 0.00 1.00 55.00
C 0 1.00 0.00 0.00 0.00 15.00
[| === Chrks I 1.00 0.00 0.00 0.00 39.00
_ Saveds. 0 1.00 0.00 1.00 1.00 22.00
. 0 1.00 0.00 1.00 1.00 20.00
r E:;: 5 i S 7 0.00 0.00 0.00 1.00 12,00
N - 0 0.00 0.00 0.00 0.00 21| .
< Exit Ll_l

The Model Setup window that appears has six tabs. In this example, only the screens
associated with the first two tabs are used. Information entered on these tabs are
subsequently saved to a syntax file (*.mum) that can be retrieved later as needed.

The Configuration screen is the first tab on the Model Setup window. It enables the
user to define the outcome variable, level-2 and level-3 IDs. Some other settings
such as missing values, the convergence criterion, the number of iterations, etc. can
be specified here. For all the available settings, please refer to chapter XXXX. To
obtain the model we discussed, proceed as follows.

0 Sdect the continuous outcome variable AGE_DEP from the Dependent
Variable drop-down list box.

0 Select PsSU from Level-2 ID drop-down list box.
o Enter atitlefor the analysisin the Title text boxes (optional).
17



0 Keep al the other settings on the Configuration screen at their default values.
Proceed to the variables screen by clicking on that tab.

& Model Setup i P ]
LConfiguration | Warniables I Starting Yalues I Patterns | Advanced I Linear Transforms
Title: 1: |Subset of NESARC data
Title 2; IMS_Dep and Arg_Dep as predictors
Dependent Y ariable T ppe: Icontinuous j Lewel-2 10
Dependent Variable: |4GE_DEP =l Level3IDs: | =l
Wiite Bayes Estimates: Ino j
Convergence Criterion: ID.DDD'I
Mumber of lterations: 100
Mizzing Walues Present; |falze j Generate Table of Means: Im
Select the column of the spreadsheet which containg the level-2 1Ds, i arp.

The Vvariables screen is used to specify the fixed and random effects to be included
in the model. This screen shows the list of variables available for analysis and next
to it two columns, with headings E (for explanatory variables) and 2 (for level-2
random effects).

0 Select the explanatory (fixed) variables by checking the E check boxes next
to the variables M_S_DEP and ARG_DEP in the Available grid at the left of
the screen. Note that, as the variables are selected, they are listed in the
Explanatory Variables grid.

0 After selecting all the explanatory variables, the screen shown below is
obtained.

Note that the Include Intercept check boxes in the Explanatory Variables grid and L-2
Random Effects grid are checked by default, indicating that an intercept term will
automatically be included in the fixed and random parts of the model.
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Model Setup

. =1 |
LConfiguration  Wariablez | Starting Valuez | Patterns | Advanced I Linear Tranzforms I
Available | E | 2 E=planatory ' ariables L-2 Random Effects

PsU rr M_5_DEP

WEIGHT rr ARG_DEP

WHITEOTH rir

BLACK rr-

HISPANIC rir

M_S_DEP i

ARG DEP Wl

AGE_DEP rr

¥ Include Intercept
¥ Include Intercept

| Select the columng of the spreadsheet to be used as explanaton vanables and random effects.

Before running the analysis, the model specifications have to be saved. Select the

File, Save As option, provide a name (nesarc_lI2.mum) for the model specification
file, and save.

Save jn IE} Examples j & o Bl

3 chekat, murm
|5\ MEPS. rLIM

ﬂ riesby.mum
| TYDAT UM

File name: Inesarc_IIE murnm j Save I
Save as bpe |Mized Up Madel ) =] Cancel |
¥
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Run the analysis by selecting the Run option from the Analysis menu. The standard
output file opens. It can also be viewed by selecting the View Output option from the
same menul.

¥ SuperMix

File | analysis Window Help

A Chrl+R ?
Cc  Yiew Output ternsl &

Wiew Baves Results
Yiew Estimated Parameters Expl
B Wiew (Cajvatiance Makrh tW_5_D
crarTT Li T AH G_D
WHITFMTH rr | |

1.1.2.3 Discussion of results
Portions of the output file nesarc_lI2.out are shown below.
Program information and syntax

At the top of the output file, program information is given. It states the type, date
and time of analysis, and provides contact information for technical support.

# nesarc_lI2.out =1o] x|

L

SuperMix Module for Continuous Jutcomes

|

|

|

| Copyright 1997-2004

| Scientific Software International, Inc.
| 7383 N. Lincoln Avernue,Suite 100

| Lincolnwood, IL 071z, U E. 4

| Phone: (3471675-0720

| Fax: (34716752140

| Website: www.ssicentral.com

| Support: techsupportfssicentral.cowm
|

|

|

|

Date of analysis: September E7, Z00&
Time of analysis: 11HEO: 34

O T o
-
« | _>|_I

Save s, | LCloze
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Program information is followed by model specifications. This section echoes the
contents of the syntax file nesarc_ll2.mum. For more information on syntax and
keywords, please see Section XXX.

P nesarc_lIZ.out

=101 ]

Varnames=

Save bz |

Model specifications are as follows:

Options Conwverge=0.0001 Maxiter=100 Baves=No;

2l
_|

PET WEIGHT WHITEOTH BLACK HISPANIC M 5 DEP ARG DEP AGE DEP intcept;

[ R

Data summary

Titlel=Suhset of NESARC data;

TitleZ=N3 Dep and Arg Dep as predictors;
DataFile=C:"\Program Files'ZuperMix'nesarc 11Z.dat;
LevelZID= PEU;
Dependent= AGE_DEF;
Predictors= intcept M 35 DEP ARG DEP;
LlBandom= intcept;
LiRBandom= intcept;
FinPatType=Free;
CovZPatType=Correlated;
AutoCor=None;

% NESARC~2.0ut _ ol x|

=l

Numbers of observations
(mml

Level & observations = 271

Level 1 observations = legg

Nz 1 z ] 4 E [ 7 g

Hl 2 1 £ £ 4 1 4 1

Nz El 10 11 1z 1z 14 1t 1&

Hl 3 z 3 z ZE 1: 3 z

Nz 17 1z 19 Z0 Z1 ZZ 22 z4

Hl =] 4 z z 2 1 2 3

Nz Z5 ZE Z7 zZg z9 20 21 2E LI

In the next section of the output file as shown above, a description of the
hierarchical structure of the data is provided. Data from a total of 371 Psus and
1,698 respondents were included at levels 2 and 1 of the modd. In addition, a
summary of the number of respondents nested within each Psu is provided. For
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example, the Psu with N2:14 had 15 respondents. Note that N2:2 had only 1
observation, which means that the estimation for this PSU might not be reliable.

Descriptive statistics and starting values

The data summary is followed by descriptive statistics for all the variables included
in the model. We note that the observed average age at the onset of depression is
approximately 31 years.

% nesarc_lI2.out o ]
Descriptive statistics for all wariahles ;I
Wariable Minimum Maximuam Mean Stand. Dew.
Dependent
AGE_DEP E.00000 2Z.00000 21.397E32 1L, 434326

Random-Effects

intcept (2] 1.00000 l.00000 l.00000 0. 0oooo _J
intcept (1) 1.00000 l.00000 l.00000 0. 0oooo

Fixed Regressor(s=s)

intcept 1_00000 100000 1._000co a._oaoao
M 3 DEP a_ooooo 100000 0.Z64473 0_44116
ARG _DEP 0.goooo 1l.000o00 0. E3&00 0.49024
=
Save Az | LClose |

Descriptive statistics are followed by the starting values of the parameters that were
used in the initial step of the iterative algorithm. These starting values are obtained
by ordinary least squares (OLS) regression, which calculates the estimates by
minimizing the sum of the squares of the residuals.

The starting values for the fixed regressor (s) are shown below. The log likelihood
value and number of free parameters of the OLS regression are given in this part
of the output.
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'?:‘ nesarc_lI2.out =1of x|

Parameter starting walues

Wariahle Estimate Std. Err a-wvalue p-value
intcept 37.46721 0. E242E 64, 12852 0. 00000 _
M_5_DEFP -4_30311 0.&81540 -6.013z26 0. ooooo
ARG DED —-2.00&50 0.732868 —-10.92433 0. ooooo

Log Likelihood = -1lE&E0E.39727
Humber of fres parameters = E

Save Az | LCloze |

The starting values for the random effects are given next.

I nesarc_lI2.out

[l 3

Variance/covariance compohents

Level Z Estimate Std.Err Z2-wvalus p-valus
intcept fintcept —-&.39723 0.100Z2& —£9.79374 0. oooo0o
—
Lewvel 1 Eztimate Std. Err. Z2-walus p-value
intcept Jintcept Z17.716E3 0.03261 EE38_EEEEE 0. oooo0o
[
Save Az | LCloze I

Fixed effects results

The output describing the estimated fixed effects after convergence is shown next.
The estimates are shown in the column with heading Estimate, and correspond to the
coefficients g,, f, and g, in the model specification. From the z-values and
associated exceedance probabilities, we see that all three estimates are highly
significant.
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'?:‘ nesarc_l12.out =lolx]

TITLEl: Subset of NESARC data ;I

Maximum likelihood estimates

Variable Eztimate Std_Err. Z-walus p-valus

intcept 37.47246 0.53754 62.711E6 o.0oo0o

M_S_DEP -4. 83876 0.813387 -6.01313 o.0oo0o

ADG DEP =7.992Z211 073247 -1l0.5111#2 o.0oo0o _I
- -

Save As.. | LClaze |

The estimated intercept is 37.472, which means that the average age of the first
episode onset of the dysthymia respondents who do not have mother-side depression
history and don’t argue with others is around 37.4. The estimated coefficients
associated with the mother-side history of depression (M_S_DEP) is — 4.898, which
indicates that the respondents who have maternal-side depression history tend to get
the first episode about five years earlier than those who do not (given the same
response on ARG_DEP). The estimate for the indicator of argument involvement
(ARG_DEP) shows that a respondent who has argument(s) with others is likely to
have a first episode of depression about eight years earlier than a respondent who
did not report arguing.

Fit statistics

In addition to the likelihood function value at convergence, a number of related
statistical measures for assessing model adequacy are available. The most common
of these are the likelihood ratio test and Akaike's and Schwarz's criteria. Both the
Akaike information criterion (AIC) and the Schwarz Bayesian criterion (SBC) are
functions of the number of estimated parameters, and therefore "penalize" models
with large numbers of parameters. In the SuperMix output file, all three of these are
reported. A chi-square scale factor, with which a chi-square value obtained from the
difference between two deviance statistics should be multiplied to yield a corrected
chi-sguare statistic in the case of a weighted analysis, may also be found in this
section.
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¥ nesarc_li2.out o ] 5]

—£971.8161
13343 6321
13253 6321
133722121

£

Log Likelihood

—Z Log Likelihood (Dewiance)
dkaike's Information Criterion
Schwarz's Bayesian Criterion
Number of free parameters

B

Save bz . | LCloze |

0 The deviance is defined as -2InL. For a pair of nested models, the
difference in —2InL values has a y* distribution, with degrees of freedom

equal to the difference in number of parameters estimated in the models
compared.

0 The AIC was originally proposed for time-series models, but is also used in
regression. It is defined as —2InL +2r, where r denotes the number of
parameters estimated in the model. The model with minimum AIC, in a set of
nested models, will be the most parsimonious according to this criterion.

0 ThesBc isdefined as —-2InL+rlogn, where n denotes the number of units

at the highest level of the hierarchy. A smaller value of this criterion would
indicate the most parsimonious of the models being compared.

Random effects results

The output for the random part of the model follows, and is shown in the image
below. In the case of a model with only a random intercept, there are two variances
of interest: the variation in the random intercept over the patients, and the residual
variation at level 1 over the measurements. There is no significant variation in the
average estimated AGE_DEP at level 2 (p=0.33). This indicates that the expected
average age at onset of depression does not differ significantly from PSu to PsuU
(the level-2 units). Significant differences between the patients (the level-1 units)
are reported ( p =0.00).
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% nesarc_lIZ.out =10l ]

[
Variance/covariance components
Lewel Z Estimate Std_Err. Z-value p-values
intecept fintcept £.78318 Z.897E6 098270 0.33E570
Lewval 1 Estimate Std.Err. Z-values p-valus
_____________________________________ _l
intcept Sintcept 213.07164 7.7e003 2745756 0. aoooo
|
Save As.. | Cloze |

1.1.2.4 Interpreting the results
Model-based graphs

Activate the Model Setup window by clicking on it. Using the Plot Equations for:
AGE_DEP dialog box that appears when the File, Model-based Graphs, Equations
option is selected, we can graphically depict the trend in expected age at onset of
depression, taking the values of the predictors M_S_DEP and ARG_DEP into account.
The dialog box below shows the selection of the predictor M_S_DEP. Marking of the
plots by ARG_DEP is aso requested. Two graphs will thus be displayed on the same
set of axes: one for each value of the indicator variable ARG_DEP. By default, all
variables present in the model, but not selected for inclusion in the graph, will be
assumed to have avalue of 0.
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Plot Equations for: AGE_DEP

List of Yariables

M ame | Predictorl Group | b ark. =
intcept I I r N
ARG_DEP - -~
M_5_DEP v I r
FSU r r

{* Remaining predictars fixed at 0
= Remaining predictors fised at their means

Mote: Only ane variable may be selected for
grouping and anly one far marking.

Cancel

The graph below shows the result obtained when the Plot button is clicked after
completion of the Plot Equations for: AGE_DEP dialog box as shown above. We note
that patients who did not report arguing are expected to experience onset

approximately 8 years later than patients reporting involvement in arguments.

% Equation - AGE_DEP vs M_S_DEP'

Arg_dep

AGE_DEPvys. M_S_DEP

Hh j j j j tis
M_S_DEP

=10 ]

Figure XXX.3: Plot of AGE_DEP versus M_S_DEP for 2 groups
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A similar plot for the predictor ARG_DEP is given next. This graph was obtained by
swapping the positions of the M_S DEP and ARG_DEP variables on the Plot
Equations for: AGE_DEP diadog box. Note that patients with maternal-side
depression had their first episode approximately 5 years earlier than patients with no
history of maternal-side depression. The two graphs shown represent the graphic
interpretation of the fixed effect estimates shown previously.

':,P Equation - AGE_DEP ¥s ARG_DEP

=1Bix|
AGE_DEP vs. ARG_DEP

364

* No

ARE_DEP
@
2

254

& e

20

ARG_DEP

Figure XXX.4: Plot of AGE_DEP versus M_S_DEP for 2 groups
ICCs and % variance explained

By calculating the total variation in the age at onset as explained by the current
model, we can obtain an estimate of the intracluster correlation coefficient. We first
need to calculate the total variation in the outcome variable, which for this model is

defined as var(g,) + var () .
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Theintracluster coefficient is then defined as

icc = VaW,)
Var(g,) + var(v,)

and represents the proportion of variation in age at onset that is between the groups
(PsSus). An estimate of the percentage of variation in the outcome at a PSU level is
obtained as

2.78918
2.78918+ 213.07164

x100% =1.29%

indicating that only 1.29% of the total variance is explained at PSU level; the rest of
the variance remains at the respondent level.

1.1.3 A 2-level random intercept model with 4 predictors
1.1.3.1 The model

In the previous section, we modeled the outcome variable AGE_DEP as a function of
M_S DEP and ARG_DEP. The extended modd discussed in this section takes the
ethnicity of a respondent into consideration. The model fitted is expressed as
follows:

AGE_DEP, = f3, + 5, *BLACK, + f3, * HISPANIC,
+f,*M_S _DEP, + 8, *ARG_DEP, +V,, +§,.

As before, f, denotes the average expected age at the onset of first episode,
B B, B, indicate the estimated coefficients associated with the fixed part of the
model, and v, and g; represent the random part of the model.
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Recall from Section XXX that ethnicity was represented by 3 indicator variables,
namely WHITEOTH, BLACK and HISPANIC. In the model formulated above, only two
of these variables have been included. This was done since the inclusion of all three
indicators and the intercept term in the model would cause collinearity between the
fixed effects. Any of the respondents will have a value of "1" on one of the three
ethnicity indicators. If the values of the indicators are added together in a column-
wise fashion, a column of 1swill result. The intercept variable is represented by just
such a column of 1s in the program. If a linear combination of a subset of the
columns of the design matrix is a constant multiple of another column, a condition
referred to as multicollinearity is present and the model cannot be estimated

properly.

Consider an example where three respondents, one from each of the three ethnic
groups, are considered:

Patient WHITEOTH BLACK HISPANIC Sum of Ethnicity var. Intercept
1 1 0 0 1 1
2 0 1 0 1 1
3 0 0 1 1 1

There are two ways in which the model can be formulated to avoid running into this
problem. The first is to exclude the intercept and use only the three ethnicity
indicators. Such amodel, as shown below,

AGE_DEP, = 8, *WHITEOTH, + 8, *BLACK , + 3, * HISPANIC,
+$,*M_S DEP, + 8, *ARG_DEP, +V,, +§,

would not offer an estimated coefficient of the average age at onset. Instead, the
expected average age at onset for each of the three ethnic groups may be deduced
from the estimated coefficients for WHITEOTH, BLACK and HISPANIC.
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Alternatively, one can drop one of the ethnicity indicators from the model while
retaining the intercept coefficient. This is what we have opted to do in the current
example:

AGE_DER, = 3, + B, *BLACK; + B, * HISPANIC,
+,5 * M_S_DEP”. + 5, *ARG_DEP”. +V,, +€;

In the case of this formulation, the intercept coefficient represents the expected
average age at onset for a patient with avalue of zero on all the predictors. But if the
indicators BLACK and HISPANIC assume a value of 0, it implies that the remaining
ethnicity variable WHITEOTH must have a value of 1. As aresult, the interpretation
of the intercept coefficient would be the expected average onset age for a patient
who is white or from some other ethnic origin (excluding African American and
Hispanic). This ethnic group thus becomes the reference group in the current
analysis. Any of the ethnic groups can be used as the reference group by simply
adjusting the coding of the indicator variables; the only proviso being that the group
of interest have sufficient data to serve as stable reference group.

1.1.3.2 Setting up the analysis

The SuperMix spreadsheet nesarc_ll2.ss3 and the model specification file
nesarc_l12.mum discussed in the previous example are used a point of departure.

B Model Setup o ] 5|

LConfiguration  Yariables |§tarting Valuesl Eattemsl deancedl Linear Transformsl

Awailable | E | 2 Explanatory Yariables L-2 Random Effects

FsU rir ELACK

WEIGHT HISPANIC
WHITEOTH M_S_DEP
BLACK, ARG_DEP
HISPANIC
M_S5_DEP
ARG DEP
AGE_DEF

TEE R
- (o

¥ Include Intercept

v Include Intercept

Select the columnz of the spreadsheet to be uzed as explanatory variables and random effects.
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With the model specification file open, click on the variables tab of the Model Setup
window. Add the predictors BLACK and HISPANIC to the model by checking the
boxes next to these variables in the E column, as shown above.

Save the modified model specification file, and select the Run option from the
Analysis menu to perform the analysis.

1.1.3.3 Discussion of results
Fixed effects results

The maximum likelihood estimates of the coefficients in the fixed part of the model
are shown below. Statistically the estimate for HISPANIC is not significant
(p=0.61). Both estimates for BLACK and HISPANIC are negative, which indicates
that African American and Hispanic respondents tend to have an earlier onset of the
first episode when compare with patients from white and other ethnic groups.

% nesarc_li2.out -0l x|
[
Fixed regresscoris)
Variable Estimate Std. Err Z-walus p-values
intecept 38.04388 065782 L7.85945 0. ooooo
M 5 DEP —-4_90355 0.81z240 —&. 04323 0. ooooo
ARG DED -5.1E043 0. 73487 -11.035E& 0.0aoao = |
HISTANIC =0, 543235 1.0E1Z0 =0.Eleg3 O.e0EE3
ELACE —-Z.E0722 0.99c45 —Z.Ele3Z 0.0l1l2e _I
-
Save bs... Cloze

Fit statistics

Fit statistics for the current model are reported as shown below.
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_i2. =10(x]

[
Log Likelihood = —6968_67E8
-2 Log Likelihood (Deviance) = 13337.3456
Akaike's Information Criterion = 139513456
Schwarz's Payesian Criterion = 13378.7E51 =
Number of free parameters = ?
||
Save fiz | Cloze |
Random effects results
The output for therandom part of the model is given next.
% nesarc_lI2.out i ] 4]
Wariance/covariance components ;I
Lewveal 2 Estimate Std. Err E-value p-walus
intcept Sintcept S.313E83 Z.378l7 1.11335 O.ZeEEE
Leweal 1 Estimate Std. Err. E-value p-walue
inteept Jintcept zl1l.8050L1 7.72711 z7.41118 0.00000 -
[
Save ba. | LClose |

The random intercept effect at level 2 is not significant. As before, most of the
variation in scores is found at a respondent level, with only about 2% of the

variation remaining at the PSU level.
1.1.3.4 Interpreting the results
Estimated outcomes for different groups

The estimated outcome for any patient can be obtained using the formula

AGE_DEP, = 3, + 3, *BLACK, + 8, *HISPANIC, + 3, *M_S DEP,
+5,*ARG_DEP, +V, +§,
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For awhite respondent, the expected AGE_DEP can be calculated as

AGE_DEP, = 3, + f3,*M_S_DEP, + 8, * ARG_DEP,
= 38.04388 - 4.90955x M_S_DEP, —8.15043x ARG_DEP, .

For African American respondents BLACK = 1, and thus the formula used to predict
their AGE_DEP scores reduces to

AGE_DEP, = 3, + 3, *BLACK, + 3, *M_S_DEP, + 8, * ARG_DEP,
— 38.04388 - 2.50738x 1~ 4.90955x M_S_DEP, —8.15043x ARG_DEP,.

The formula for a patient of Hispanic origin can be derived in a similar way. In
Table XXX.1, the same expected ages of the first episode onset for different groups
are calculated based on the formulas above.

Table XXX.1: Expected AGE_DEP for various groups of patients

Origin M_S DEP=No |M_S DEP=Yes| M_S DEP =No |M_S_DEP = Yes
ARG _DEP = No | ARG _DEP = No | ARG_DEP = Yes |ARG_DEP = Yes
White & Other 38.04 33.13 29.89 24.98
African American 35.54 30.63 27.39 22.48
Hispanic 37.50 32.59 29.35 24.44

The results show that the respondent who has a history of maternal-side depression
or gets involved into arguments generally has an earlier onset age for the first
episode. For the respondents with the same M_S_DEP and ARG_DEP values, the
average first episode onset ages of African American respondents are the lowest.
We also conclude that a patient involved in arguments (ARG_DEP = 1) is likely to
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have an earlier onset age of depression than a patient with maternal-side depression
only (M_S_DEP =1).

Fit statistics and % variation explained

The table below shows the fit indices for the previous and current models.

TABLE XXX.2: Comparison of random intercept models for NESARC data

. Model with 2 Model with 4 .
Fit indices . S Difference
indicators indicators

Log Likelihood -6971.8161 —6968.6728
—2 Log Likelihood (Deviance) 13943.6321 13937.3456 6.2865
Akaike's Information Criterion 13953.6321 13951.3456 2.2865
Schwarz's Bayesian Criterion 13973.2131 13978.7591 —5.5460
Number of free parameters 5 7

The difference in deviances can be used to assess the mode fit. This method isvalid
for nested models. A nested model may be defined as any submodel of a given
moded that is based on the same number of observations. Given the difference in
structure between the 2-level models these models cannot, however, be compared to
each other.

The difference in the deviances follows a y*distribution, where the degree of
freedom is the difference of numbers of free parameters.

(=21N 01 ) = (=210 g ) ~ 22 (A F (=210 i) = (=210 1))

When the deviances of the two models are compared, a y°-statistic of 13943.6321
— 13937.3456 = 6.2865 with 7 — 5 = 2 degrees of freedom is obtained. This indicates
that the current model fits the data better. The AIC decreased from 13953.6321 to
13951.3456, and also favors the use of the 4-predictor model. The SBC, however,
increased dlightly, from 13973.2131 to 13978.7591, and thus favors the model
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previously fitted as the more parsimonious. The definitions of these indices are
given in the discussion of the output of the previous model. Note, however, that the
changesin all three criteriaare rather small.

The estimated percentages of variation in outcome at respondent level can be
calculated using the variance components reported in the random effects part of the
output file:

211.80901

211.80901+ 3.31353

x100% = 98.46%.

Once the additional level-1 predictors are taken into account, there does not seem to
be significant random variation in the outcome over the intercepts of the level-2
units. The estimated average onset age of the first episode does not vary
significantly from PSU to PSU.
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1.2 Models based on the Reisby data
1.2.1 The data

The data set is from a study described in Reisby et. al. (1977) that focused on the
longitudinal relationship between imipramine (IM1) and desipramine (DMI) plasma
levels and clinical response in 66 depressed inpatients (37 endogenous and 29 non-
endogenous). Following a placebo period of 1 week, patients received 225 mg/day
doses of imipramine for four weeks. In this study, subjects were rated with the
Hamilton depression rating scale (HDRS) twice during the baseline placebo week (at
the start and end of this week) as well as at the end of each of the four treatment
weeks of the study. Plasma level measurements of both IMI and its metabolite DMI
were made at the end of each week. The sex and age of each patient were recorded
and a diagnosis of endogenous or non-endogenous depression was made for each
patient.

Although the total number of subjects in this study was 66, the number of subjects
with all measures at each of the weeks fluctuated: 61 at week O (start of placebo
week), 63 at week 1 (end of placebo week), 65 at week 2 (end of first drug treatment
week), 65 at week 3 (end of second drug treatment week), 63 at week 4 (end of third
drug treatment week), and 58 at week 5 (end of fourth drug treatment week). The
sample size is 375. Data for the first 10 observations of all the variables used in this
section are shown below in the form of a SuperMix spreadsheet file, named
reisby.ss3.

i reisby.ss3 o]
|D Apply |
(] Patient | (81 HDRS | (cweEK | DLwEEK | ELENDD | (FLwseND |2

1| otm 26.00 0.00 0.00 0.00 0.00| ]
2| imm 22.00 1.00 1.00 0.00 0.00
3| 1m.oo 18.00 2,00 400 0.00 0.00
4| om 7.00 3.00 3.00 0.00 0.00
5| 1mm 4.00 4.00 16.00 0.00 0.00
6| 1m.oo 3.00 5.00 25,00 0.00 0.00
7| 1am 33.00 0.00 0.00 0.00 0.00
& | 103mo 24.00 1.00 1.00 0.00 0.00

3 103.00 15.00 2,00 400 0.00 0.00

10 103.00 24.00 3.00 3.00 0.00 .00 -
I S
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The variables of interest are:

0 Patient isthe patient ID (66 patientsin total).
0 HDRS isthe Hamilton depression rating scale.

0 WEEK represents the week (0, 1, 2, 3, 4 or 5) at which a measurement was
made.

0 WEEKSQ represents the squared values of WEEK. The creation of this
variable isillustrated in Section 1.2.5.2.

0 ENDOG is a dummy variable for the type of depression a patient was
diagnosed with (1 for endogenous depression and O for non-endogenous
depression).

0 WxENDOG represents the interaction between WEEK and ENDOG, and is the
product of WEEK and ENDOG.

1.2.1.1 Exploring the data
Graphing the observed data

In the previous example, we have shown a number of data-based graphs. Here, we
use the Exploratory option of the Data-Based Graphs menu to explore the data in the
reisby.ss3 spreadsheet, stored in the Continuous subfolder.

Start by opening the data file in the SuperMix spreadsheet. Then select the Data-
based Graphs, Exploratory option on the File menu as shown below to activate the
New Graph dialog box.
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o
B Fle Edit Window Help |8
I__ Mew Project Chrl+h
mm Impott Bata e, Gt
_ close D] ENDO [[E] WiEND| 2]
| 0.00 000 L
Mew Model Setup Chrl+ 0.00 .00
" Open Existing Model Setup... Ctrl+E 000 oo
" Convert MI% Definition File... Ctrl+M 0.00 0.00
B ) 0.00 0.00
Mew Synkax File 0.0 o0
—  Open 3ynkax File.., 0.0 000

Diata-based @raphs Exploratory...
Open Graph... Chrl+3

Univariate..,

— Bisariate. ..
Save Chrl+5 _ 0o
— Multivariate. ..
_ Savehs., - 0o
| . 1.00 000
Exit 1.00 1) .
KN »

. |HDRS

% |WEEK

Lef L Lol

Overlay: IF'atient

W Drawline | Draw points
ultiple v walues for same
% Stack vertically

’7  Average value

L

Colr -
Filter: I j
Ok I Cancel | Help |

Specify HDRS as the dependent (vertical axis) variable by selecting it from the v
drop-down list box and WEEK as the independent (horizontal axis) variable by
selecting it from the X drop-down list box. A graph on the same axis system is
created for each patient by selecting the variable Patient from the Overlay drop-down
list box. Furthermore, each graph is assigned a color by selecting ENDOG from the
Color drop-down list box to produce the following New Graph dialog box.
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Click on the ok button to produce the following graph of the reaction trajectories
over time for the 66 inpatients.

% HDRS vs. WEEK - (=]
HDRS vs WEEK
%]
i
]
T
T T [y Ej
0.00 0.50 1.00 1.50 2.00 250 3.00 350 4.00 4.50 5.00
WWEEK
O Patient: 101 f’ W ENDOG: 0
A Palient 103 M ENDOG: 1
%7 Patient: 104
& Patient: 105 =l
1 S| ~
< I+

Figure XXX.5: Reaction trajectories over time for 66 patients

To modify the existing graphic display, select the Edit Graph option from the
Settings menu to load the Edit Graph dialog box. To obtain different graphs for the
two categories of the covariate ENDOG, select it from the Filter drop-down list box
to produce the following Edit Graph dialog box.

. |HDRS =l
% [WEEK =l
Overlay: [Patient =l

[ Drawline [ Draw points
Multiple " walues far zame
' Stack vertically

’7 " Average value

L |

Calor: I Patient
Filker: I ENDOG > I
ak. I Cancel | Help I

Kl
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Click on the oK button to open the following graphics window.

ll 7 HDRS vs. WEEK where ENDOG = 0 =1ol x|
HDRS vs. WEEK where ENDOG = 0

)
o
]
T
WEEK
1 ENDOG: 0 Fatiert: 107 il W Fatient, 101 il
£ ENDOG: 0 Patient: 103 W Patient: 103
%7 ENDOG: 1 Patient: 104 W Patient: 104
& ENDOG: 0 Patient, 105 | | Fatient. 105 =l
0175l |
< | 3|

Figure XXX.6: Reaction trajectories over time for patients with ENDOG=0

At the bottom of the graphics window is a "dlider" with left and right arrows. By
clicking on the right arrow, one can obtain the next graphic shown below and by

clicking on the | eft arrow, the graphic above.

4 HDRS vs. WEEK where ENDOG = 1 (3l x|

HDRS vs. WEEK where ENDOG =1

HDRS

[ ENDOG: 0 Patient 101 d W Patiert; 101 ﬁ!
A ENDOG: 0 Patient 103 M Patient: 103
7 ENDOG: 1 Patient: 104 M Falient, 104
£ ENDOG: 0 Patient 105 | | W Patient 105 =
0ft Scale: | =
Kl [+

Figure XXX.7: Reaction trajectories over time for patients with ENDOG=1
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The above graphs show a genera, approximately linear decline over time and an
increase in the variability of the HDRS scores across time for both types of
depression.

1.2.2 A 2-level random intercept-and-slope model

From the graphical display obtained in the previous section, it seems as if the HDRS
scores follow an approximately linear trend over time, decreasing over the course of
the study. It is also apparent, however, that patients not only start out at different
levels but also have differences in the slopes of the HDRS against WEEK lines. In
this section, we explore a model that allows patients not only to have unique
intercepts, but also unique slopes across time. In other words, we alow both
intercept and WEEK (slope) to vary randomly over patients. The image below
demonstrates the meaning of the random slope and random intercept in a
hypothetical 2-level model.

Trend of patient 1

Averagetrend of al patients

Trend of patient 2

Figure XXX.8: Score trends for individual patients
1.2.2.1 The model
The random intercept-and-slope model for the response variable HDRS may be

expressed as

HDRS; = f,+ B, x(WEEK ), +V,, +Vv, (WEEK), +¢

We can rewrite the model in the following way.
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Level-1 moddl:
HDRS,; = by, +by, x(WEEK), +e,

Level-2 modd:
by = o + Vo
by =B +Vy
where
g ~N(0,67,)
v,~N(0,@)

S, denotes the average expected depression rating scale value, g, denotes the
coefficient of the predictor variable WEEK (slope) in the fixed part of the model, v,
denotes the variation in the slopes over patients, and v, and g; denote the variation

in the average expected HDRS value over patients and between patients respectively.
Furthermore, i = 1,2,...,66 refers to the 66 patients; j = 1, 2, ..., n referstothe j"

observation for patient i. The maximum value for n is6.

1.2.2.2 Setting up the analysis

Start by opening the reisby.ss3 file as a SuperMix spreadsheet. Next, select the New
Model Setup option on the File menu as shown below to load the Model Setup
window.
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 SuperMix o]
[File Edit Window Help
MNew Project Chrl+M ;Iglil =
Import Data Fle... CErHL :
Close
Mew Model Setup i E [DI_ENDO | (E]_WHEN ;I
Open Existing Model Setup... ChrlHE 0 0.00 0.00 —I
Conwvert MIX Defirition Fls.., Chr+b B0 0.00 0.00
0 0.00 0.00
Mew Synta File 0 0.00 0.00
Open Syntax File... 0 0.00 0.00
0 0.00 0.00
Data-based Graphs 3 0 000 000
Open Graph... Chrl+G 0 0.00 0.00
Save Chr+35 0 000 000 =
Save de... 0 0.00 0.00
0 0.00 0.00
Print. .. Chrl+P 0 0.00 0.00
Frink Presview 1] 1.00 0.00
- 0 1 DDI 1.00]
e 0 1.00 200 d!

Starting with the Configuration screen, enter the (optional) title in the Title 1 and
Title 2 text boxes respectively. The continuous outcome variable HDRS is selected
from the Dependent Variable drop-down list box. The variable Patient, which defines
the levels of the hierarchy, is selected as the Level-2 ID from the Level-2 IDs drop-
down list box to produce the following Configuration screen.

Model Setup: REISBY1.mum

=10x]

Wariables §tartingVaIues| Eattems' Advanced I:inealTransformsl

Title 1: |2 level random intept & random slope madel

Title 2: [REISBY Data

Dependent Y ariable Type: Icontinuous 'l Level-2 Ds: IF'atient 'l
Dependent Y ariable: IHDHS 'l Level-3 1Ds: I 'l

‘wiite Bayes Estimates: |no -

Convergence Criterion: IU.UUU'I

Nurnber of lterations: |100

Miszing Values Prezent: Ifalse 'l Generate Table of Means: |no A

Usze the arrow keys or click on the desired tab ta select the category of interest for the model.
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Click the variables tab to proceed to the Variables screen of the Model Setup
window. The variable Week is specified as the covariate of the fixed part of the
model by checking the E check box for WEEK in the Available grid. Mark the 2
check box for week in the Available grid to specify the random slope at level 2 of the
model. After completion, the variables screen should look as shown below.

LConfiguration Y anables |§tarting Valuesl Eatternsl Advanced I_.inearTlansformsl

Available | E | 2 E xplanatory Yariables | L-2 Random Effects |
Patient il WEEK, || [WEEK |
HDRS rr
WEEF, v v
WEEKSQ |
ENDOG rr
wiENDOG r

¥ Includs Intercept

v Include Intercept

Select the columns of the spreadsheet to be used as explanatory variables and random effects.

Before the analysis can be run, save the model specifications to reisbyl.mum. Run
the model to produce the output file reisby1.out.

1.2.2.3 Discussion of results

Descriptive statistics

The section of the output file shown below contains the descriptive statistics for all
variables in the current model specification. If all patients data were complete, the
average for the time variable WEEK would have been exactly 2.5; the value of 2.48

indicates that the number of patients with information at each time point fluctuates
somewhat.
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1.2.2.4

Descriptive statistics for all wariables

Variable Minimuam Maximan Mean Stand. Derw.
Dependent
HI}ES 0. aoooo 3900000 17.63733 7190068 J
Pandom-Effects
imtcept (2] 1.00000 1.00000 l.00000 o.ooooo
WEEE (2 0. 00000 S.00000 Z.48000 1.683E0
imtcept (1) 100000 1.00000 1.00000 o.aoooo
Fixed Regressoris)
intoept 1.00000 1. 00000 1.00000 o.aoooo
WEEE 0. aoooo LS. 00000 2.48000 1.&83E0

-
4| | »
Save s, | Cloze

Interpreting the results

The summary of the hierarchica structure of the data shows how the 375
measurements are nested within the 66 patients. It also indicates that the number of
repeated measurements per patient varies from 4 to 6 observations. The convergence
is attained in 5 iterations. The output file contains the final estimates of the fixed

and random coefficients included in the model, along with some goodness of fit

measures as shown below.
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Maximum likelihood estimates ;I
Fixed regressor(s)

Variable Eztimate Std.Err Z-walus p-walus
intcept E3.576895 0.54555 43.21714 0.00000

WEEE -Z.37707 0.Z086E -11.29Z80 0.00000

Loy Likelihood = -1ll03.5188

-2 Log Likelihood (Dewiance) = Zz19.0327E

Akaike's Information Criterion = 22321.0275

Schwarz's Bayesian Criterion = 2244 1754

NMumber of free parameters = &

Wariance/covariance components
Level Z Estimate Scd.Err. Z2-wvalus p-walus
inteoept Sintcept 1Z_ 825920 346653 3.B432EE 0.00027
WEEE fintcept -l.42053 1.02E552E -1.385800 0.1se08
WEEE JWEEE £.07822 0.50417 4_ 12363 0.00004
Level 1 Eztimate Std.Err. 2-walus p-walus
intcept Jintcept 1Z_Z1663 1.10&3%6 11.036lE 0.00000 -

‘| |

Save Az | LClaze

Fixed effects results

The results show a highly significant coefficient (p < 0.00001) for the time effect, as
represented by the variable WEEK. At the beginning of the study, when WEEK = 0,
the average expected HDRS score is 23.57695. For each subsequent week, a
decrease of 2.37707 in average HDRS score is expected. At the end of the study
period, the average expected HDRS scoreis 23.57695 — 5(2.37707) = 11.6916.

Random effects results

With the exception of the WEEK-intcept covariance, al variance components are
highly significant, as shown in the p-value column. From the output above we have

var(v,) = 12.62930, var(v,) = 2.07899, cov(v,,v,) = -1.42093, and var(g,) =
12.21663. Typically, one would expect most of the variation in HDRS scores at the
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measurement level, and thus would expect \75r(qj) to be larger than any of the other

variances/covariances. With these data, however, there is more variation in the
random intercepts over patients than in the measurements nested within patients.
Dueto this, it may be of interest to take a closer ook at the variation in HDRS scores
at the two levels of the hierarchy.

Fit statistics and ICC

In the case of a model with only a random intercept, there are two variances of
interest: the variation in the random intercept over the patients (the level-2 units),
and the residual variation at level 1, over the measurements. By calculating the total
variagtion in the HDRS score explaned by such a model, obtained as

\a(qj)+\75r(\/io), we can obtain an estimate of the intracluster correlation
coefficient.

Theintracluster coefficient is defined as

var (v,,)

ICC=— 10-
var(g) +var(v)

and would, for a random intercept model for this data, represent the proportion of
variation in HDRS scores between patients. The term intracluster correlation
coefficient applies to random intercept models only; in more complicated models
the focus is on explanation of variation in various coefficients.

In the current model, the situation is somewhat more complicated due to the
inclusion of both random intercept and random slope. This implies a possible
correlation between the level-2 random effects. When calculating an estimate of the
total variation, the covariance(s) between random effects have to be taken into
account in any attempt to estimate the proportion of variation in outcome at any
level or for any random coefficient. In addition, the inclusion of a covariate such as
ENDOG can affect the variance estimates.
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Thetotal variation in HDRS scores over patientsis defined as
Var(level 2) = var(v,y) + var(v,)(WEEK): + 2[cov(V,,, Vi, ) | (WEEK),

The total variation is afunction of the value assumed by the predictor WEEK, which
has arandom slope. As such, the total variation at the beginning of the study is

Var(level 2) = var(v,y) + var(v,)(0)* + 2[cov(V,,, V)] (0)
= Var(vio)

while at the end of the study we have

Var(level 2) = var(vo) + var(v,)(5)° +2[ cov(V,,, ;)] (5)
= var(vio) + 25var(vil) +lOCOV(ViO'Vil)

An estimate of the total variation at this level can be obtained by using the estimates
of the variances and covariance obtained under this model. By substituting \7§r(vio) ,

\7a\r(vil), and &)T/(Vio,vil) into the equations above, we obtain the estimated
variation in HDRS scores over patients at different points during the study period.

At the beginning of the study, the estimated total variation in HDRS scores over
patients is smply the estimated variation in the random intercept, i.e., \Ta\r(vio) =
12.62930. At the end of the study, the total variation at level-2 is estimated as

Var(level 2) = var(v,,) + 25var (v,) +10C0V(v,y, V,,)
=12.62930+ 25(2.07899) +10(—1.42093)

=50.39475.
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At the beginning of the study we obtain

var(level 2) 1262930
var(level 2) + var(level )  12.62930+12.21663
—0.5083

and thus conclude that 50.8% of the variation in HDRS scores at this time is over
patients. At the end of the study, we find that

var(level 2) 5039475
var(level 2) + var(level 1)  50.39475+12.21663
= 0.8049,

so that only 20% of the variation in HDRS scores are estimated to be at the
measurement level, with 80% at the patient level. As mentioned before, the total
variation in HDRS scores is a function of the time of measurement, as represented by
the variable WEEK. The very different estimates of variation at a patient level show
how the introduction of an important predictor, in this case at the measurement
level, can have an impact on variance estimates at a different level of the hierarchy.
By the end of the study period, the residual variation over measurements has been
dramatically reduced, this being explained to a large extent by the inclusion of the
time effect. Most of the remaining unexplained variation is at the patient level.

As aresult of this finding and in the light of our original research question, whether
the initial depression classification of a patient is also related to the HDRS scores
over the time in which medication is administered, the model will be extended to
include the covariate ENDOG. This dichotomous variable assumes a value of 1 when
endogenous depression was diagnosed, and 0O if not. In addition, we will provide for
a possible interaction between depression classification and measurement occasion
by including the interaction term WxENDOG in the model. While WxENDOG can be
viewed as a cross-level interaction, as WEEK is a measurement-level variable and
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ENDOG a patient-level variable, the inclusion of the patient-level variable ENDOG
may enable us to explain more of the remaining variation in the random intercepts
and slopes at the patient level.

1.2.3 A 2-level random intercept-and-slope model with centered predictor

In the previous example, the time variable WEEK is coded from O to 5 and indicates
the number of weekly follow-ups. The estimated average intercept of 23.577
obtained for this model represented the expected average HDRS score at the
beginning of the study, i.e. WEEK = 0. An dternative formulation of the model that
can be considered is one in which the estimated average intercept represents the
expected average HDRS score midway through the study period. This linear
transformation of the predictor variable WEEK, in which the grand mean of the
variable is subtracted from each observed WEEK value, is referred to as grand mean
centering. While the model based on the "raw" data and the model utilizing grand
mean centered variables can be shown to be mathematically equivalent, the
coefficients in these models have very different meanings.

1.2.3.1 Preparing the data

Recall that the descriptive statistics in the previous model indicated a mean value
over al level-1 observations of WEEK equal to 2.48. Thisis the true observed mean,
compared to the value of 2.5 that would have been obtained if al patients had
complete data over the course of the study. Here, we opt to use the value of 2.5 to
center the WEEK variable.

To grand mean center the predictor WEEK, proceed as follows. Open the reisby.ss3
in the SuperMix spreadsheet, then highlight the column WEEK. Select the Insert
Column option on the Edit menu as shown below to insert a blank column named D
after WEEK.
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B File Iﬁ Window  Help =17 x|
ID_ Cut Chrl+2
Copy Chrl+iC

~ 1 paste Ctrby 0| [E1 WHEND A
1 | Ppaste {valus only) shift+Cerl+y RO0 0.00 |
2| o0 0.00

k| Imsert Boty 1] n.on
4 || DeleteRow 00 0.00
I Insert Colurin IUD 0.0
.6 | Delete Calumn ] 0.00

i 0o 0.00
Le || Se * oo 0.00
3 Column Propetties... 0o n.oa
| | Create Headers fram Row L 0.00

11 0o 0.00
12| 10E00 1200 500 0.00 0.00 =
KIS LIJ

Keep the column D highlighted, type the formula (C1)-2.5 in the string field of the
top-left corner and click on the Apply button to produce the following screen.

JR1=TEY
B4 El= Edt Window Help =l
|[C1 125 Apply |

[ PATIEN| [B1 HDRS | [Cl WEEK | D1 D |(E) ENDOG|IF1 waEND | =]
1 o 26.00 0.00] -250] 0.00 nool |
2 | 10 22.00 1.00 1501 0.00 0.00
a3 | oo 18.00 2.00 -0.50 0.00 0.00
4| 1omo 7.00 .00 0.50 0.00 0.00
5 | 100 4.00 4.00 1.50 0.00 0.00
6 | 10t 3.00 5.00 250 0.00 0.00
7| 1020 33.00 0.00 250 0.00 0.00
8 | 10200 24.00 1.00 -1.50 0.00 0.00
9 | 10300 15.00 2.00 -050 0.00 0.00
40| 10300 24.00 3.00 050 0.00 0.00
A1 10300 15.00 4.00 1.50 0.00 0.00

1z 103.00 13.00 5.00 250 0.00 0ol .
Al ﬂJ

Rename the newly created variable to WEEKC by first highlighting the column, then
selecting the Column Properties option on the Edit menu as shown below.
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R File | Edt Window Help =18 x|
Im Cuk Chrl4+x
Copy Chrl+C

|l paste Clrky [E] ENDOG/IF) WEND | ]
13 | Ppaste {value only) shift+Corl+y  f90 1.00 oo
14 | il 1.00 1.00
15 | Insert How 50 1.00 200
16 Delete Row 50 1.00 300
17| Insert Column 50 1.00 4.00
18 | Delete Column 50 1.a0 5.00

19 50 0.00 .00
_ap | (Clear > lso 0.00 000
2 Colurin Properties... n.oa o.oa
22 | Create Headers From Raw L 0.00 0.00
23 | 50 0.00 .00
24 105.00 3.00 5.00 2.50 0.00 0.00 -
S B

Input the desired variable name, e.g. WEEKC, in the Header string field as shown
below and click on the ok button. By default, all variables are assumed to be
continuous.

=10l ]

Header: IWEE [

Mumnber of Decimal Places: |2
Miszsing ¥ alue Overide: I

" Mominal ¢ Ordinal " Contiruous

oK | Cancel |

Save the changesto reisby.ss3 by selecting the Save option on the File menu.
1.2.3.2 The model
The revised random intercept-and-slope model for the response variable HDRS may

be expressed as

HDRS; = f, + B, x(WEEKC), +V,, +V, (WEEKC), +¢,
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or, dternatively, as

HDRS; = /3, + B, x| (WEEK ), ~WEEK |+V,, +V, | (WEEK), ~WEEK |+,

i
where WEEK = 2.5.
1.2.3.3 Setting up the analysis

Open the previous model setup for reisbyl.mum. Save the file as reisby2.mum by

using the save As option on the File menu. Change the title on the Configuration tab
if desired.

Click on the variables tab and select WEEKC both as Explanatory Variable and L-2
Random Effects instead of WEEK as shown below.

T Model Setup: REISBY2.mum

=10 x]

LConfiguration ariables |§tarting Valuesl Eatternsl deancedl Linear Transformsl

Explanatory Yariables L-2 R andom Effects
WEEKC WEEKC

Lvvailable
PATIENT
HDRS
WEEK,
WEEKC
ENDOG
WHENDOG

T

T1TERE T T e

V' Includs Intercept

¥ Include Intercept

Select the columnz of the spreadzheet to be uged as explanatony variables and random effects.
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Save the changes to the file reisby2.mum. Select the Run option on the Analysis

menu to produce the output file reisby2.out. Use the Analysis, View Output option to

open the output file.

1.2.3.4 Discussion of results

The output file contains the final estimates of the fixed and random coefficients
included in the model, along with some goodness of fit measures as given below.
Note that the use of grand mean centering of the time variable has no effect on the

fit statistics.

% superMix - [REISBYZ.out]

.‘? File Analysis Window Help

=10l ]
=18 %]

Maximum likelihood estimates

Save Az LCloze

Variable Estimate Std. Err ~walue
intcept 17._ 63428 0.55031 3147288
WEEEC =E_37707 0.Z0885 =11.33E81
Log Likelihood = -1ll09_Elg88
—Z Log Likelihood (Deviance) = ZZ19.0375
bkaike's Information Criterion = 2231.037%
Schwarz's Bayesian Criterion = ZZdd 1754
Number of free parameters = &
Wariance/covariance components
Lewel 2 Estimate Std.Err Z-value
intcept Sintcept le.El833 3.6LEZ03 E.1EEEE
WEEEC fintcept 3.77654 l.05833 3.86821
WEEEC SWEEEC 2.07259 0.5041& 4. 12364
Lewvel 1 Estimate Scd. Err Z-value
intcept Sintcept 1z 21663 1.10837 11.03614

p-walue
0. ooooo
0. ooooo

o_ooooo
000038
0.0o004

o_ooooo
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1.2.3.5 Interpreting the results

Comparison of models

Table XXX.3 contains the estimates and standard errors of the above two analyses.
The coefficient for WEEKC is the same as for the uncentered variable WEEK.

However, the variance of the random intercept (avzO ) and the covariance term o, ,
have changed. The covariance between the intercept and the WEEKC slope is now

significant.

TABLE XXX.3: Estimates and standard errors for two models

Coefficient Level-2 model
WEEK=0~5 |WEEKC =-25~25

i 23.57695 17.63428
(0.54555) (0.56031)

B, -2.37707 -2.37707
(0.20865) (0.20865)

avzo 12.6293 18.51833
(3.46653) (3.61203)

O, -1.42093 3.77654
(1.02595) (1.05839)

‘751 2.07899 2.07899
(0.50417) (0.50416)

oez 12.21663 12.21663
(1.10697) (1.10697)
Deviance 2219.0375 2219.0375
AlC 2231.0375 2231.0375
SBC 22441754 22441754
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Number of free parameters 6 6

As shown above, the estimates of the slope and its variance are the same. This is
because the scale of WEEK was not changed; only its location changed. The
estimated intercept decreased from 23.58 to 17.63, which corresponds to the average

HDRS score at week 2.5 instead of week 0. Similarly, the 0'\2 of intercept increased

to 18.52, which shows the increase of the individual variance at week 2.5. The
change of o,, is interesting: not only the value changed, but also the sign. The

covariance of the first analysis tells us that the higher the variance of intercept, the
lower the variance of slope. Or say, at week 1, the HDRS score decreases at a faster
rate for those patients who started with higher HDRS. However, at week 2.5, the
patients with higher HDRS tend to improve less. When looking at the three HDRS
versus WEEK plots for patient 604, 302 and 361 below, we can see why this could
happen. The graphs show the change of o, , from week 0 to week 2.5.

uperMix - [HDRS vs. WEEK where PATIE
7 Fle Settings Window Help

=10/ x|
=18l x|

% SuperMix - [HDRS vs. WEEK where PATIE
i¥ Flle Settings Window Help

=10l
=181

% SuperMix - [HDRS vs. WEEK where PATIE

=10l
=181

¥ Fle Settings Windon Help

HDRS vs. WEEK where PATIENT = 604

400
350
300
250
200
150
100

50

HDRS

00

WEEK

HDRS vs. WEEK where PATIENT = 302

HDRS vs. WEEK where PATIENT = 361

400
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B s O T T
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B s O T T
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Figure XXX.9: Changes in covariance over time

1.2.4 A random intercept-and-slope with a covariate and an interaction

term

The type of depression a patient was diagnosed with was recorded as part of the
study and information on this patient characteristic is represented by the variable
ENDOG, which assumes avalue of 1 for patients with endogeneous depression and O
otherwise. Including this variable in the model allows us to explore the potentia
relationship between a patient's HDRS score and the type of depression the patient
was diagnosed with. Moreover, it is possible that the trend in HDRS scores over the

57



study period may differ for the two ENDOG groups. Including an interaction term
between the time of measurement and the type of depression in the model will allow
us to evaluate this potential relationship as well.

1.24.1 The model

We now include ENDOG and WxENDOG in the level-1 model. ENDOG is a dummy
variable representing the type of depression a patient was diagnosed with, and
WXENDOG represents the interaction between WEEK and ENDOG. The model shows
changes at both levels: at level 2, the covariate ENDOG is now included, while at
level 1 the interaction between WEEK and ENDOG, which can potentially change
from week to week, is added. The revised model for the response variable HDRS
may be expressed as

Level-1 modd:

HDRS; =k, +by x(WEEK ), +hb, x(WXENDOG), +€,

Level-2 mode:
by = B, + B, x(ENDOG), +v,,
by =B+
b, =5,

or, in mixed model formulation, as

+Vy, +Vy; x (WEEK )J. +6

HDRS; = 3, + 5, x(WEEK ), + 8, x(WXENDOG), + f3, x(ENDOG)

where S, denotes the average HDRS level at week O for the non-endogenous
depression patients (ENDOG=0), S, refers to the weekly improvement for the non-
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endogenous group, f, indicates the expected change in HDRS score for a unit
change in the value of the interaction term WxENDOG, and S, refers to the average
expected change in HDRS level for endogenous patients. v, is the individual

deviation from the average intercept. v, denotes the average deviation from the
slope, or say, average improvement of the HDRS.

We can aso write the model in terms of our original variables (WEEK and ENDOG)
as.

Level-1 moddl:

HDRS; = by, +by, x(WEEK ), +b, x(WXENDOG), +#¢,
Level-2 mode:
by = B, + B, x(ENDOG), +,
by = B, + B,x(ENDOG), +Vv,,

1.2.4.2 Setting up the analysis

To create the model specifications for this model, we start by opening reisby.ss3 in
a SuperMix spreadsheet window. Then we use the Open Existing Model Setup option
on the File menu to load the Model Setup window for reisbyl.mum. Save the file as
reisby3.mum by using the Save As option on the File menu. Change the string in the
Title 1 text box on the Configuration screen to reflect the new model, thereby
producing the following dialog box.
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% Model Setup: REISBY3.mum _ o x|

LConfiguration |Eariables| Starting Valuesl Eatternsl deancedl Linear Transformsl

Title 1: |2 level random intept & slope - Add ENDOG & WxENDOG|

Title 2: [REISEY Data

Dependent ‘ariable Type: Icontinuous Yl Level-2 IDs: IF'ATIENT Yl
Dependent Y ariable: IHDHS 'l Level-3 1Ds: I 'l

wiite Bayes Estimates: |no A

Convergence Criterion: ID.DDD‘I

Humber of Iterations; |100

Miszing Yalues Present: Ifalse 'l Generate Table of Means: |no A

Enter the main title to be displayed in the output.
The maximurm length iz B0 characters.

Next, click on the Vvariables tab to proceed to the variables screen of the Model
Setup window.

=101

LConfiguration Starting Values' Eattems' Advanced I:inealTransformsl
Available | E | 2 E=planatory Variables L-2 Random Effects

PATIENT r WEEK WEEK

HDRS i ENDOG

WEEK v [ WiENDOG

WEEKC r

WEEKSO rr

ENDOG W

WENDOG VI

V' Includs Intercept

V' Include Intercept

Use the arrow keys or click on the desired tab ta select the category of interest for the model.

60



The two covariates are specified by checking the E check boxes for ENDOG and
WxXENDOG respectively in the Available grid respectively to produce the following
Variables tab.

Save the changes to the file reisby3.mum. To fit the revised model to the data, select
the Run option on the Analysis menu to produce the output file reisby3.out.

1.2.4.3 Interpreting the results
Fixed effects results

A portion of the output file reisby3.out is shown below. The interaction WxENDOG
between the time variable WEEK and the depression classification variable ENDOG,
is not significant. Given this, we can take a closer ook at the estimated coefficients
for the main effects WEEK and ENDOG respectively. Note, however, that the p-value
for the ENDOG coefficient is larger than 0.05, and thus can only be considered
significant at a 10% level of significance. The effect of time, on the other hand, is
found to be highly significant. While the average HDRS score is predicted to
decrease by -2.37 score scale units each week, patients classified as having
endogenous depression (i.e., ENDOG = 1) are predicted to have a HDRS score of 2
units higher at all occasions.
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# SuperMix - [RETSBY3.0ut] =] ]

:‘,E File Analysis ‘Window Help _Iﬁ'lﬂ

Convargence attained in € iteratioms

TITLEL: Z lewel random intcpt & slope - Add ENDOGC & WxENDOG

Maximum likelihood estimates

Fixed regressor(s)

Variable Estimate Std.Err. Z-wvalue p-value
intcept ZZ.47626 0.79435 Z8.29524 0.0oo00
WEEE -Z.36EE8 0.21l=2l -7.E2692 0.0oo00
ENDOG 1.5880Z 1.06305 1.3E56l1 0.06254
WxENDOG -0.0z2708 041347 -0.08450 0.24857
Log Likelihood = -1107._ 4646

-2 Loy Likelihood (Dewiance!) = 2214 _9E3E

Akaike's Information Criterion = Z2230.9Z32

Schwarz's Bayesian Criterion & 2248.4465

Mumber of free parameters = 2

Variance/covariance components

Lewal Z Ectimate Std_Err. E-walue p-walue
intcept /fintcept 11.64121 3.259648 3.5314zZ 0.00041
WEEE Aintcept —1.40161 l.00338 -1.39682 0.15245
WEEE FWEEE E.07707 0. 50220 412283 0.00004
Level 1 Estimate std_Err. Z-value p-value
intcept fintcept 12 21247 1.10707 1102872 0.0oo00

Save Az | LCloze |

To obtain the predicted average HDRS scores, the estimates obtained from the output
are used:

y =B, + B,(WEEK) + 3,(ENDOG) + ,(WXENDOG)
= 22.47626 - 2.36569(WEEK ) +1.98802(ENDOG) — 0.02706(WXENDOG)

Model comparison

A question that arises from inspection of the results obtained thus far is whether the
interaction term contributes overall to the explanation of the variation in the HDRS
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scores. To test this, we can fit a model without the interaction term and use the
deviance reported in the output to compare results for the model with interaction
and the model without this term. The relevant output from an analysis without the
interaction term is shown below. We note that the deviance obtained for the simpler
model is amost identical to that of the model considered in this section. Based on
this, we conclude that a model without the interaction WxENDOG would fit the data
aswell as the one with the interaction term included.

'?:' SuperMix - [REISBY31.out] o ] 54
::3 Eile Analysis Window Help - Iﬁllil
Fixed regressor(s) ;I

Tariable Estimate Std. Err E-value p-value
intoept ZZ.49344 0.74239 30.08592 0. ooooo
WEEE —Z.38064 0.Z0853 -11.41317 0. ooooo
ENDOG 1.35650 0.35083 205763 003362
Log Likelihood E -1107. 4667 =
—Z Log Likelihood (Dewiance) = 22149334
Akaike's Information Criterion = ZZ228.93324
Schwarz's Bayesian Criterion = 2244 Zgl0
Mumber of free parameters = 7 LI

Save Asz.. | LCloze |

In addition, we can test the hypothesis that the model with covariate (ENDOG) fits
the data better than the random intercept and slope model considered previously. To
test this hypothesis, we calculate the difference between the -2 log likelihood value
obtained for the previous model and the -2 log likelihood value for the current
model. It can be shown that this difference of 2219.04 — 2214.93 = 4.11 has a y°
distribution with associated degrees of freedom equal to the difference in the
number of parameters estimated in the two examples, i.e., 8 — 7 = 1 degrees of
freedom. Since the p-value for thistest statistic is less than 0.05, it is concluded that
the random intercept-and-slope model with ENDOG as a covariate provides a better
description of the data than the original random intercept-and-slope model. This
finding is supported by the fact that the p-value for ENDOG when the interaction
effect between WEEK and ENDOG is excluded equals 0.04.
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1.2.5 Arandom intercept-and-slope quadratic model
1.25.1 The model

In this section we include an additional predictor and a random term to examine a
possible quadratic response trend in HDRS scores over time. Keeping the level-2
model the same as before, the corresponding model for the response variable HDRS
may be expressed as

Level-1 moddl:

HDRS, =b, +b, ><(WEEK)j +b, X(WEEKZ)” ‘e

Level-2 model:
By = By + Vo
by =B+
b, =, +V,

1.2.5.2 Preparing the data

Create a new blank variable named WEEKSQ as shown in section XXX X. Highlight
the column WEEKSQ, type the formula SQUARE(C1) where C = WEEK in the string
field and click on the Apply button to produce the following screen. Save the change
toreisby.ss3.

64



# SuperMix - [REISBY.ss3] =101

BH Fl= Edit Window Help 18] x|
Isquare[C1 ] Apply |
i1 PATIEM| (81 HDRS | IC) WEEK | D) WEEKC |IE] WEEKSQ | IFI ENDOG | [G] ‘WxEN | 4]

1 101.00 26.00 0.00 -250) 0.00] 0.00 0.00_|

2 101.00 2200 1.00 150 1.00 0.00 0.00

3 101.00 18.00 200 050 4.00 0.00 0.00

4 101.00 7.00 200 0.50 .00 0.00 0.00

5 101.00 4.00 4.00 1.50 16.00 0.00 0.00

g 101.00 300 5.00 250 25,00 0.00 0.00

7 103,00 33.00 0.00 250 0.00 0.00 0.00

] 103.00 24.00 1.00 -1.50 1.00 0.00 0.00

g 103.00 1500 2.00 -060 4.00 0.00 0.00

10 103.00 24.00 3.00 050 9.00 0.00 0.00| -
pimi S

1.2.5.3 Setting up the analysis

Again, we can modify the model setup file of reisbyl.mum by first opening it, then
saving the file as reisby4.mum. Change the title on the Configuration tab and request

Bayes estimates by selecting the means & (co)variances option from the write Bayes

Estimates drop-down list.

Model Setup: REISBY4.mum _ 1o x|

LConfiguration IEariabIes' Starting Values' Eattems' deancedl Linear Transforms

Title 1: |2 level random intcpt & random slope model - quadratic trend

Tite 2: |REISEY Data

Dependent ¥ ariable Type: Icontinuous 'l Level-2 D= IF'ATIENT 'l
Dependent b ariable: IHDHS 'l Level-3 D=

Wiite Bayes Estimates:

Convergence Criterion:

Mumber of Iterations:

Migzing Yalues Prezent: Ifalse Yl Generate Table of Means: |no A

Select between wiiting the Bayes estimates ta an optional resultz file or supressing them.
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Next, click on the Vvariables tab to proceed to the variables screen of the Model
Setup window. The two covariates are specified by checking the E and 2 check
boxes for WEEKSQ in the Available grid to produce the following Variables screen.

% Model Setup: REISBY4.mum o ] 3

LConfiguration  Yariables Iﬁtarting \"'alues' Eattems' gdvancedl Linear Transforms

Available | E | 2 Explanatory Y ariables L-2 Random Effects

PATIENT r WEEK, WEEK,

HDRS i WEEKSD WEEKS0D

'WEEK. v [v

WEEKLC r

'WEEKS0O v v

ENDOG r

'wHENDOG -

¥ Include Intercept

¥ Include Intercept

Select the columnz of the spreadsheet to be uzed as explanatory variables and random effects.

Save the changes to the file reisby4.mum and run the model.
1.2.5.4 Interpreting the results

A portion of the output file reisby4.out is shown below.

Fixed effects results

The level-1 estimate of the WEEKSQ coefficient is 0.05, which turns out not to be
significant (p = 0.56). On the other hand, the WEEKSQ random effect is significant
a a 5% level (p = 0.04). Comparing the present results with those reported in
reisbyl.out, we see that the deviance difference of 2219.04 — 2207.65 = 11.19 with
10 — 7 = 3 degrees of freedom, indicating an improved overall model fit at a 5%
significance level. These results imply that, although the mean trend of HDRS scores
over timeislinear, some of theindividuals trgectories are quadratic.
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% SuperMix - [REISBY4.out] =10l x|

33 File Analysis ‘Window Help 8=l
Fixed regressoris) ;I
Wariable Estimate Std. Err Z-value p-valus
intcept Z3.T7E0EE 0. EEZ0& 43 03916 0. ooooo0
TEEE —EZ.63Z58 0. 47300 —5.43503 0. ooooo0
WEEEEQ 0.05L142 0.02238 0. E2E7e 0. Es00g
Log Likelihood = -1103_8239
-2 Log Likelihood (Deviance! = Z207.6479
Akaike's Information Criterion = ZZEZ7.6473
Schwarz's Bayesian Criterion = £249_ 5444
MNuanber of free parameters = 10
Variance/covariance components
Level Z Estimate Std. Err. 2-valus p-valus
intcept Sintcept 10.440E1 357224 Z.91888 0.00354
TEEE Fintcept -0.31538 £.41817 -0.37354 0.70503
WEEE fWEEE . 83808 Z.74E73 Z.41759 0.01lkeZ
WEEESD Jintcept -0.11217 0.47143 -0_Ze&l7 0.73011
WEEESD /WEEE -0.33648 0. 45443 -1.33233 0.053z24
WEEESQ /WEERESQ 0.19374 0.09391 Z.0632039 0.02310
Level 1 Estimate Std. Err. 2-valus p-valus
intcept Sintcept 10.E51538 1.1014% 9_E4754 0. ooooo0
=
Save &s... | Cloze |

1.2.5.5 Residuals
Level 2 Bayes results

Up to this point, we have considered results averaged over al patients. We now turn
our attention to the residua file reisby4.ba2, which offers the opportunity to take a
closer look at the results by individual patient. After running the above model, select
the Analysis, View L-2 Bayes Results option to open the image below. The contents
of thisfile are displayed for the first 5 patients. Three lines of information are given
for each patient, containing, in order of appearance,

0 thenumber of the patient in the data set,
o thenumber of the empirical Bayes coefficient,
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o theempirica Bayes estimate,
o theestimated variance of the Bayes coefficient, and
o the name of the associated coefficient as used in the model.

=I0/x]
:;3 File Analysis Window Help - Iﬁllil

101.00 1 1.40E54 2.94Z28 intcept &

101.00 z -Z.6E0E z.6732 WEEKE

101.00 3 0.33315E-01 0.10181 WEEESD

103,00 1 3.747Z2 3.94EF5 intcept

102,00 z —0.80z3k8 2.67322 WEEE

102.00 3 0.62413E-01 0.10181 WEEESD

104.00 1 z.2378 3.9425 intcept

104,00 4 —0.4514E5 Z.68732 WEEE

104.00 3 -0.22836 0.10181 WEEESQ

10&.00 1 -z.7488 39425 intcept

lo5.00 z —-0_3E003 Z.6732 WEEE

10E.00 2 o.llzlg 0.lo0l2l WEEEEZQ

10&.00 1 -0.11e79 39627 intcept

106.00 z 1.8882 2.7393 WEEK

10s.00 2 —0.1333E 0.1l300& WEEEEZQ LI

Save As.. | LClose |

To obtain patient-specific predicted HDRS scores, the empirical Bayes estimates for
each patient have to be taken into account, as these estimates indicate the extent to
which the random intercept or slope for that patient deviates from the intercept and
slope over al patients. Patient-specific predicted HDRS scores are calculated as

y, | B = 23.76025-2.63258x WEEK, +0.05148x WEEK?,
+Vy +Vy x WEEK; +V,, x WEEK?,

For the first patient shown in the residua file above, we have Vio = 1.4054, Vi =

~2.6506 and Vi, = 0.099315. From this information, we can already tell that the
intercept for the patient is higher than average, but that the WEEK Slope for this
patient is lower than average. The positive value of the quadratic term indicates that
the decreasing rate slows down more quickly than average with an increase in time.
The predicted HDRS score for this patient (PATIENT = 101) isfound to be
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Y, | B = 23.76025-2.63258 x WEEK, + 0.05148x WEEK?,

+1.4054-2.6506x WEEK , +0.099315x WEEK?,

Substituting the WEEK with values 0, 1, ..., 5, we get the predicted HDRS scores for
Patient 101, and similarly, for al the other patients. Table XXX.4 and the graphical
display below give the predicted HDRS for thefirst 5 patients.

Table XXX.4: Predicted HDRS values for selected patients

Patient 101 Patient 103 Patient 104 Patient 105 Patient 106 POpA”\'/g“ on
Week 0| 25166 27507 25998 21011  23.643 23.760
Week 1| 20033 24192 22727 18224  22.757 21.179
Week 2| 15202 21117 19102 15765 21587 18.701
Week 3| 10673 18282 15124 13636  20.133 16.326
Week 4| 6446 15686 10792  11.836  18.396 14.054
Week 5| 2520 13330 6106 10365  16.375 11.884
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Predicted HDRS
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Figure XXX.10: Predicted HDRS for selected patients

We find that Patient 101 had a higher initial HDRS score, but over time obtained a
lower than average score. For Patient 103, a higher than average predicted HDRS
score is obtained at each time point. In contrast, Patient 105 scored lower at each
time point. The quadratic term doesn’t affect much of the population average;
however the effect is obvious for Patients 105 and 106.

Model-based graphs

Residual plot

Level-1 residuals can also be obtained, either for a typical or specific patient, by
using the empirical Bayes estimates. The residuas for atypical patient are obtained
as
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Patient residua = Observed HDRS score— 9 | B
— Observed HDRS score— [23.76025—2.63258x WEEK +0.05148x WEEK?, ]

The residuals for a specific patient use the additional information given by the
empirical Bayes residuals and have the form

Patient-specific residual = Observed HDRS score—y| 3
= Observed HDRS score—

| 23.76025-2.63258x WEEK; +0.05148x WEEK?; +V;, +V; x WEEK; +V,, x WEEK?, |

Select the Residuals option on the File, Model-based Graphs menu to activate the
Plot of Residuals dialog box. Check the Mark check box for WEEK as shown below,
then click on the Plot button.

Plot of Residuals
List of Variables
M ame | Mark, —

PATIENT r |
WEEK !
WEEKC r
WEEKSO r

EMDOG B
WwiENDOG B

& Standardized Plot
" Ungtandardized Plot

Mate: Only one ¥ variable may be selected
faor marking

Flot | Cancel |

The graph obtained, as shown below, shows that, in genera, the range of the level-1
residualsis (-5; 5).
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?:‘ SuperMix - [Residuals marked by WEEK] =] |
;P File Settings Window Help =& 5'
Residuals Plot
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Figure XXX.11: Plot of level-1 residuals vs. predicted values

Inspection of these residuals can be useful in examining the distributional
assumptions for the level-1 data, in this case at the measurement level. For the
current example, residuals for atypical patient have a mean of 0.000 with standard
error of 2.66. Click on the middle of the graph to open an additional window that
shows the detailed residual data for each observation.
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_imix

- Patientl Hdrs Estimatel Enorl ﬂ

1) 26) 2516565 0.83435
101 22| 20.033265)  1.9667
1) 18] 1520247 27975
1M 7| 10.673265) -36733
101 4]  E.44565| -2.4457
1) 3] 2519625 0.43033
103 33| 2750745 54925
103] 24| 24.192413] -0.159241
103 15 21.117162] 61172
103] 24| 18.281697] 57183
103 15| 15.686018| -0.68602
103] 13 13.330125) -0.33012
104) 23] 2593805  3.002
104) 22| 2272714) -0.72714
104] 18] 1910247 11025
104] 13] 1512404) 2124
104] 193] 1073185 82081
o4 0 £.1059] -£.1053
105) 22| 21.01145) 0.93855
106 12| 18.2235| £.2235
105) 16| 1576487 0.23513
105 16| 1363556 23644
105) 13] 11.83557) 11644
105) 3] 10.3643] -1.3643 j

Cancel | Frrint I Help |

We note that the estimate for Patient 101 at the beginning of the study was 25.166,
and 2.520 at the end of the study. On both occasions, the residuals associated with
these estimates were positive, indicating that the estimates are above estimated
average.

1.2.6 A 2-level random intercept-and-slope model with autocorrelated
errors

In the mixed models discussed so far, it was assumed that the level-1 errors are
conditionally independent from each other. However, the errors could be correlated
over time. Different types of correlated error structures are available in Supermix: the
first-order stationary autoregressive process, stationary AR(1), the first-order non-
stationary autoregressive process, non-stationary AR(1), the first-order stationary
moving average process, MA(1), the first-order stationary autoregressive moving
average process, ARMA(1), and a general Toeplitz autocorrelation structure.

The stationary AR(1) and ARMA(1) use the stationary assumption, that is that the
variance of errors is constant over time and that the covariance of errors from
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differing times depends only on the time interval between these time points and not
on the starting time point. The assumption of stationarity is relaxed in the other two
types of models. In SuperMix, the maximum marginal likelihood (MML) solution at
convergence is obtained by first using the EM algorithm and then Fisher scoring
iterations.

1.2.6.1 The non-stationary AR(1) model

The model here is essentially the same as the one we had in section XXX, apart
from the autocorrelated error term.

Level-1 moddl:

HDRS; = b, +b, x WEEK; +b, x WXENDOG; +¢;,
where
€ =P8 11E;
with p denoting the AR coefficient.

Level-2 modd:
b, = B, + B x ENDOG,; +V,
bli =6tV
bZi = p,

We can rewrite the model as follows:

HDRS; = B, + p,x WEEK;, + 8, xENDOG;; + B, x WEEK x ENDOG;
+Uy +U; x WEEK; + €
= S+ (B, +u; )x WEEK,, + 8, x ENDOG; + 3, x WEEK x ENDOG;

+€; +Uy
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The difference between the present and previous models lies in the assumption
concerning the error term. Previously, we assumed that e =(€;,€,,...€,)’

~N(0,6°1;), where I, is an identity matrix of order n xn. Now we assume that

the errors are autocorrelated, and that ¢ ~N(0,0°Q;), where @ is the
autocorrelation matrix.

The analysis — step 1: starting values from a non-AR model

Two types of iteration algorithms, EM and Fisher scoring, are used for fitting an
autoregressive model. The EM solution proceeds by assigning starting values for the
structural and population parameters. The Fisher scoring procedure utilizes the first
derivatives and expected values of the second derivatives to obtain improved
parameter estimates.

Although the Fisher scoring solution is a significant improvement in terms of speed
of convergence over the EM solution, it can fail in the estimation of the covariance
matrix of the random effects when these terms become very small. The most reliable
way to minimize the chance of encountering convergence problemsis first obtaining
the starting values by running the model without autocorrelated errors, then
substituting the starting values obtained prior to fitting the AR model.

Recall that in Section X XXX we fitted the model

Level-1 moddl:

HDRS, =b, +b; xWEEK|; +b, x WXENDOG; +¢;

Level-2 modd:
b, = B, + B; xENDOG, +V,
b.li =f+Vy
bZi =5,
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The estimates obtained for that model are repeated below.

% SuperMix - [REISBY3.0ut]

"P File Analysis  Window Help

=10l
=181

Convergence attained in & iterations

Maximum likelihood estimates

Fixed ragrassoris)

TITLEL: Z level random intcpt & slope - Add ENDOG & WxENDOG

Save bz, | LCloze |

Variahle Estimate Std. Err. Z-value p-value
intcept ZZ.476EE 0.7943% EQ.Z95E4 0.00000
WEEE -Z.3656% 0.311s81 -7.586593 0.0oo00
ENL:OG l.588802 l.06205 1.855961 0.05z94
WxENDOG -0.0z70& 0.41947 -0.0&e4E0 0.948E57
Log Likelihood = -1107.4646

—2 Log Likelihood (Dewiance) = 2214.9232
Akaike's Information Criterion = ZE30_9E3F

Schwarz's Bayesian Criterion = 2Z458.4465
MNumber of free parameters = ]
Variance/cowvariance CORponents

Level Z Estimate std_Err. Z-value p-value
intcept fintcept 11.641Z21 2. 28646 3.E5314Z 0.00041
WEEE Aintecept -1.4016l1 l.o03zs -1.39683 0.lez4kt
WEEE FWEEEK Z2.07707 0.50380 4.12283 0.00004
Lewal 1 Ectimate Std_Err. E-walue p-walue
intcept /fintcept 1221547 1.10707 11.03673 0.0oo00

The level-2 estimated variance of intercept and WEEK are 11.64121 and 2.07707
respectively. The estimated level-2 covariance is -1.40161. The estimated level-1
variance is 12.21847. These numbers will be used as the starting values in the non-

stationary AR model to be fitted next.
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The analysis — step 2: non-stationary AR model

We modify the model setup file, reisby3.mum, by first saving the file as
reisby_ar2.mum. Change the title on the Configuration screen. Keep the settings of
the variables tab the same as before.

Click on the starting Values tab. Select the user-defined option from the Starting
Values drop down list to activate the grid fields for the starting values. Input the
starting values we obtained from reisby.out to generate the following screen.

Qonfigurationl “Waniablez  Starting Walues |Eattems| deancedl Linear Transformsl

Starting Y alues: Iuser-defined j Starting Error Y ariance: |1 2218
Explanatamy Wariables: Level-2 [Cajvariance Starting Y alues:
alue alue
intzept 2247626 intcept wariance | 11.641
ek -2. 36569 intcept, Week 1. 402
ENDOG 1.93802 “week vanance  |2.077
WHENDOG -0.02706

Enter the starting walues for the variances and covariahces of the level-2 random effects.

Click on the Advanced tab to proceed to the Advanced screen. First, select the
estimate all option from the Autocorrelation drop down list; then select Non-
stationary AR1 as the Error Form and specify WEEK as the ‘Time’ Variable. Input 0.1
in the Autocorrelation Starting Values grid field to get the Advanced screen as shown
below.
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¥ Model Setup: REISBY_AR2.mum

Qonfiguration' Eariables' Starting Values' Patterms |

— Continuous D ependent Yariable Settings

Linear Transforms |

Autacarrelation Starting Valuss:

Autocorelation: Iestimate 4l

Error Farr: INon-stationary AR1 'l
‘Time' ¥ ariable: IWEEK 'l

=l

alue
1 0.1

Unit ‘weighting: I equal

I~

=101

Usze the arrow keys or click on the desired tab ta select the category of interest for the model.

Save the changes to reisby_ar2.mum and run the model to produce the output file

reisby_ar2.out.

1.2.6.2 Interpreting the output

The output for the AR model first shows the syntax information of the model setup.
The number of observations, hierarchical structure of the 2-levdl model and

descriptive statistics follow next.

The starting values

The starting values could either be user-defined or program generated. In our case
the user-defined starting values are listed below.
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92 reisby_arZ.out o =]

£

Starting walues

mEan 0. 0000 0.0000 =}

covariates 1.3580 -0.0z71

war. terms 11.&410 =1.40Z0 E.0770

residual 1z.z1s0

auto terms 0_1o00a0 =

4| | 3

Savehs.. | Cloze

The Starting values section in the output file corresponds with the starting values
we specified in the Starting Values and Advanced screens. The mean row refers to
the starting values for the fixed regressors, which are intercept and WEEK in this
example. The covariates row contains the starting values for ENDOG and
WXENDOG. The elements of the var. terms row are the starting values for the level-
2 variance/covariance matrix. The residual value is the starting error variance. The
auto term(s) isthe autocorrelation starting value(s).

The maximum marginal likelihood (MML) estimates

The starting values section is followed by the Final Results. The maximum
margina likelihood (MML) solution at convergence is obtained by first using EM
algorithm and then Fisher scoring iterations. The AIC, SBC and -2 log likelihood
(deviance) are given right below the iteration information.

'?:' SuperMix - [REISBY_AR2.out] 0] x|
:? Eile gnalysis  Window Help _|ﬁ||1|
_______________________________________________________________ ;l

EM Iterations = 10

Fisher Iterations = 10

Total Iterations = 20
[

Loy Likelihood = =1103_7E&0

Akaike's Information Criterion = -11l08.7z0

Schwarz's Bayesian Criterion = -l1l1lg_ 5328

=% Log Likelihood = ZEOT_ 441 _I
-

Save Az LCloze
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As shown above, the convergence is obtained after 10 EM and 10 Fisher iterations.
Thelog likelihood value can be used to perform likelihood ratio tests.

For each model parameter, maximum marginal likelihood estimates, standard errors,
z-values, and p-vaues are provided. These p-values are two-tailed, except for the
variance parameters where one-tailed p-values are given.

'?:‘ SuperMix - [REISEY _ARZ.out] ] 5]
,‘? Eile Analysis Window Help 8]
Variable Estimate Stand. Error z p—valueﬂ

intcept 2747646 0.78704 Z8.BER1Z 0. 00000
WEEE —-Z.323888 0.320Z99 =7.71%930 0. ooooo0
ENDOG 1.85a677 1.053217 1.75304 0.073&0
WxENDOG -0.01z0& 0.40784 -0.029E54 0.37643
Pandom-effect wariance & covariance termis)
intcept 6. 0EL72 4 01616 1.50686 0.08E3E
covariance -0.122Z13 1.05412 -0.11477 0.20363
WEEE 1.42308 0. 52640 Z.703328 0.00343
Pesidual wvariance

15 ZEBELl 1.86Ez28 2.13781 D.DDUDDJ
Autocorrelation termis)

0.33E47 011130 £.37108 0.00z37

note: p-values are EZ-tailed except for variances which are l-tailed ﬂ
Save Az | LCloze I

Considering the estimated fixed effects, the initial level of severity for non-
endogenous patients is approximately 22.5 on the HDRS, while the endogenous
patients start about 1.9 units higher. The difference in initia severity is amost
significant (p < 0.0790). The reason that the intercept and endogenous effect reflect
HDRS levels at week 0 is due to the coding of WEEK that was used, namely, 0t0 6 .
Using other codings of WEEK would change the meaning of these regression
coefficients.

Both groups exhibit an overall weekly rate of improvement of roughly 2.3 units
which is highly significant. In terms of the random-effect variance and covariance
terms, there is a significant rate of improvement (p < 0.00343). The variation in
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patients’ initial severity is marginally significant at 0.066. However, the overal
covariation between those two terms are significant at a 10% level (p > 0.90864).

Correlation of the MML estimates

Finally, correlation matrices are aso provided for the estimates of all model
parameters. It is important to redlize that these correlation matrices are not
correlations of the variables themselves, but correlations of the estimated model
parameters. These matrices may be helpful in determining the degree to which
collinearity is present in terms of the model parameters.

'?:‘ SuperMix - [REISBY_ARZ.out] - |EI|5|
33 File Analysis ‘Window Help 18| x|
2l
RPandom-s=ffect covariances expressed as correlations
1 Z
intcept WEEE
1 intcept 1.0000
z TWEEK -0.041& 1.0000
Correlation of the MML estimates of the fixed terms
1 z i} 4
intcept  WEEK ENDOG xENDOG
1 intcept 1.0000
z TWEEK —-0. 4461 1.0000
2 ENDOG -0.7431 0. 32315 1.0000
4 WxENDOG 0.3314 =-0.74E3 -0.45EZ4 1.0000 ;I
Save As... | LCloze |

It is interesting to note that, when the correlations are rounded to two decimal
places, equalities exist between the correlations:

r(INTCEPT, ENDOG) = r (WEEK, WXENDOG) = —0.74
r (INTCEPT, WEEK ) = r (ENDOG, WXENDOG) = —0.45
r (ENDOG, WEEK) = r (INTCEPT, WXENDOG) = 0.33
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From the fixed effect results we see that the WxENDOG effect was not significant
(p=0.976). It is reasonable to assume that, with the interaction term omitted from

the model, the correlations between the intercept, ENDOG and WEEK coefficients

will be close to those reported above.

Level-2 Bayes results

The residua file reisby_ar2.ba2 offers the opportunity to take a closer look at the
results by individual patient. Select the Analysis, View L-2 Bayes Results option to
open the Bayes results as shown below. The contents of this file are displayed for
the first 7 patients. Two lines of information are given for each patient, containing,
in order of appearance,

0 thenumber of the patient in the data set,
the number of the empirical Bayes coefficient,

o O O

the empirical Bayes estimate,
the estimated variance of the Bayes coefficient, and
the name of the associated coefficient as used in the model.

'?:' SuperMix - [REISBY_ARZ.baZ]

:? File Analysis window Help

=10 %]
=18 x]

10l
10l
103
10z
104
104
10%
10k
106
10g
107
107
log
o8

Save As... |

2z.77116
=2.7z001
£5.13z07
-2.40102
Z3.27914
-3.61130
Z1l.e0314
=Z.43E64
ZZ.43105
-l.&58320
Z1.5d41Zz
-Z.8880z
2075563
-2.1e081

[N S S W O PO O O R P (O Y

LCloze |

2_E97Z26
0.487E1
3559726
0.427L1
2. L9726
0458751
359726
0.487E1
3.59803
0.558885
F_E0701
048829
359726
0.487E1

intcept
WEEE
intcept
WEEE
intcept
WEEE
intcept
WEEE
intcept
WEEE
intcept
WEEE
intcept
WEEE

The user can obtain patient-specific predicted HDRS scores using the empirical
Bayes estimates for each patient by using the method discussed earlier in section

XXX.
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Model comparison

In Table XXX.5, the estimates of the regular model without an autoregressive term
and the non-stationary AR(1) are summarized. Note that the AlIC and BIC values
obtained from the AR(1) model were multiplied by — 2.0 in order to facilitate
comparison over the models.

TABLE XXX.5: Comparison of models with and without AR(1) term

no AR term Non'-o\stszll(;nary
intcept 22.47626 22.47646
(0.79435) (0.78704)
WEEK -2.36569 -2.33888
(0.31181) (0.30299)
ENDOG 1.98802 1.85677
(1.06905) (1.05917)
WXENDOG -0.02706 -0.01205
(0.41947) (0.40784)
Log Likelihood -1107.4646 -1103.72
Akaike's Information Criterion  2214.9292 2217.44
Schwarz's Bayesian Criterion| 2230.9292 2237.076
-2 Log Likelihood 2248.4465 2207.441
Number of free parameters 8 9

We notice that the estimates of both models are close to each other. The estimated
variances of the non-stationary AR(1) model are smaller for all the parameters. The
deviance is 2248.4465 - 2207.441 = 41.0055 with 1 degree of freedom, which is
highly significant. Thus, we conclude that in this example, the non-stationary AR(1)
model fits the data better.
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1.3 Models based on the TVSFP data
1.3.1 The data

The data set used here is from the Television School and Family Smoking
Prevention and Cessation Project (TVSFP)(Flay et. al., 1988). The study was
designed to test independent and combined effects of a school-based social-
resistance curriculum and a television-based program in terms of tobacco use and
cessation. The data from the study included a total of 1,600 students from 135
classrooms drawn from 28 schools. Schools were randomized to one of four study
conditions:

a socia-resistance classroom curriculum
0 amedia(television) intervention

0 a socia-resistance classroom curriculum combined with a mass-media
intervention, and

0 ano-treatment control group

o

A tobacco and health knowledge scale (THKS) was used in classifying subjects as
knowledgeable or not. In its original form, the student's score was defined as the
number of correct answers to seven items on tobacco and health knowledge.

While the structure of this study indicates a three-level hierarchical structure, the
present application uses these data to fit a two-level model, with students nested
within either classes or schools, in order to present an introduction to the analysis of
ordinal outcomes. A 3-level model is presented in Section XXX.

Datafor the first 10 students on most of the variables used in this section are shown
below in the form of an SuperMix spreadsheet file, named TVSFP.ss3.
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Sl TYSFP.xls

A B C D
SCHOOLICLASS POSTTHKS PRETHK
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The variables of interest are:

(0]
(0]
(0]

SCHOOL indicates the school a student isfrom (28 schoolsin total).
CLASS identifies the classroom (135 classroomsin total).

POSTTHKS represents the post-intervention tobacco and health
knowledge scale. It is treated as a continuous variable in the examplesin
this chapter. See Chapters XXX & XXX for examples where POSTTHKS
istreated as a binary or ordinal outcome.

PRETHKS indicates the pre-intervention THKS score.

CcC isabinary variable indicating whether a social-resistance classroom
curriculum was introduced, where O indicates “no” and 1 “yes.”

TV is an indicator variable for the use of media (television) intervention,
with a “1” indicating the use of media intervention, and “0” the absence
thereof.

CCxTV was constructed by multiplying the variables Tv and cc, and
represents the cc by Tv interaction.

1.3.1.1 Exploring the data

In this section, aunivariate bar chart and a bivariate box-and-whisker plot are given.
More information on other types of plots available are given in Chapter XXX.
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Univariate graphs

The pop-up menu below shows the data-based graphing options currently available
in SuperMix. As afirst step, we will take a closer ook at the distribution of the total
post-intervention scores (POSTTHKS), which is the potentia dependent variable in
this study. While scores such as these are not truly continuous variables, they are

often treated asif they were.

Bar chart

To do so, select the Univariate option from the Data-based Graphs menu as shown

below.

% SuperMix - [TYSFP.ss3]

M Edit Window Help

=101 x|
=18 x|

HKS | (D) PRETHKS | E)CC | (FLTV | (BLOCkTY

| »

IE Iew Project el
| Impark Daka Files ., (g o
Close
ew Model Setup Chrlwy
Open Existing Model 3etup,., ChrHE
Convert M Definition File... Cerl+M

Tew Svnkax File
—  pen 3yntax File...

Data-based Graphs Exploratory... 1.000 000 0.00
_ opendraph... ChrlHa Univariate, . 1.000 000 0.00
| EiverEie... 1.00 000 0.00
| Jave iz Multivariate. .. 1.00] 000 0.00
| Savehs.. - . 1.00 000 0.00
— Bt 3.00 1.00 1.00 000 0.00
4.00 2.00 1.00 000 poop -
I | LIJ

2.00 2.00 1.00  0.00 0.00)
4.00 4.00 1.00  0.00 0.00
2.00 4.00 1.00  0.00 0.00
4.00 3.00 1.00  0.00 0.00
4.00 3.00 1.00  0.00 0.00
3.00 4.00 1.00  0.00 0.00
2.00 2.00 1.00  0.00 0.00

The Univariate plot dialog box appears. Select the variable POSTTHKS and indicate

that aBar Chart isto be graphed. Click the Plot button to display the bar chart.
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List of Yariables
M arne | Plat o
SCHOOL r |
CLASS r
POSTTHKS v
PRETHES B
[ B
T B
CCuTY N
& Bar Chart
" Pie Chart
" 3D Pie Chart
" Histagram
. _ =i
Mumber of clazs intervalz: |10 =
Plat | Cancel |

The bell-shaped bar chart below shows that the variable POSTTHKS is
approximately normally distributed. Note that histograms are usually used for the
depiction of the distribution of a continuous variable.

-I0i
:? File Settings Window Help =0 |
oo POSTTHKS
4004

3004

2004

100

D_

1} 1 2 2 4 i

Figure XXX.12: Bar chart of POSTTHKS scores
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Bivariate graphs

It is hoped that the socia-resistance classroom curriculum (CC), the television
intervention (TV) and the cC and TV interaction combination (CCxTV) would affect
the tobacco and health knowledge (POSTTHKS). Before we start with the model, we
would like to show abox-and-whisker plot of POSTTHKS for each category of CC.

Box-and-whisker plots

A box-and-whisker plot is useful for depicting the locality, spread and skewness of
variables in a data set and may be used to examine the distributions of continuous
variables, such as for the different values of discrete valued predictors. This option
is accessed viathe Data-based Graphs, Bivariate option on the File menu.

To assign labels to the categories of cc, right-click on the cc column in the
spreadsheet and select Column Properties. On the Column Properties dialog box,
select the Nominal option and assign the appropriate |abels.

7 Column Propertie i m] |

Header: |CC

Murber of Decimal Places: |2
Mizzing Yalue Ovemde; I

& Mominal ¢ Ordinal € Continuous

Walue | Label =
1 (0 Without CC

2 1 itk CLC

3

-
1 | »

QK | Cancel |

The Bivariate plot dialog box is completed as shown below: select the outcome
variable POSTTHKS as the Y-variable of interest, and the predictor cc to be plotted
on the X-axis. Check the Box and Whisker option, and click Plot.
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POSTTHKS

# Box and Whisker - POSTTHKS vs CC ~=1ol x|
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[ |
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[
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" Scatter Plot
" Lire Orly Plat
.

« I
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Mate: Orly ohe = variable may be selected

Flat | Cancel |

Figure XXX.13
values

: Box-and-whisker plots of POSTTHKS scores for different CC
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The bottom line of a box represents the first quartile (q,), the top line the third
quartile (g;), and the in-between line the median (me). The arithmetic mean is

represented by a diamond. Here, the mean of POSTTHKS is lower in the group
without the social-resistance classroom curriculum (CC). The box-and-whisker plot
indicates a positive relationship between cC and POSTTHKS.

1.3.2 A 2-level random intercept model using classroom as level-2 ID
1.3.2.1 The model

The first model fitted to the data explores the cluster effects of each classroom on
the outcome. The mixed model can be expressed as

POSTTHKS, = 3, + B,CC, + B,TV, + B,(CC xTV,) +V, + &,

where v, represents the classroom influence on POSTTHKS. To understand the

model better, we can rewrite the model in the following way. The level-1 or within-
cluster model is shown below.

Level-1 model: (j=1....,n)

POSTTHKS, = b, + &,
g, ~ NID(0,5?)

The level-1 model estimates POSTTHKS as a function of the intercept b, and error
term ¢, . Subscript i denotes the subscript for classroom, while subscript j refers to
the student j. n is used to denote the number of students in each classroom.
Because we have different numbers of students in different classrooms, n aso
varies. Inthisdataset, 1<n < 28.
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The level-2, or between-cluster, model describes the intercept b, as a function of
cluster characteristics.

Level-2modd: (i=1,...,N)
b, =B, + B.CC + B, TV, + B,(CC xTV,) +V,
Vy ~ NID(0,0?)

As shown above, the intercept b, is estimated as a function of the population
average f,, the covariates CC , TV, , and CC xTV,, and the classroom
difference v, . The coefficient v, represents the amount that unit i deviates from
the average p,, after controlling for the effects of the covariates included. The
level-2 residual v, is assumed to follow NID(0,07) for al theis. If v, =0 for all

i, whichimplies o =0, the model is the same as the ordinary regression model.

1.3.2.2 Setting up the analysis

Open the SuperMix spreadsheet TVSFP.ss3 used during the exploratory analysis
discussed previously in this chapter. The next step is to describe the model to be
fitted. We use the SuperMix interface to provide the model specifications. From the
main menu bar, select the File, New Model Setup option.

Select the continuous outcome variable POSTTHKS from the Dependent Variable
drop-down list box. Select the classroom number CLASS from the Level-2 IDs drop-
down list box. Enter atitle for the analysis in the Title text boxes. In this example,
default settings for all other options associated with the Configuration Screen are
used.
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T Model Setup ] 3
d

| Eariables' Starting Values' Eattems' Advanced | Linear Transforms

Title 1: |2 levvel random intercept model - Class as Level 21D

Title 2: |TVSFP data

Dependent Wariable Type: Icnntinuous j Leweld 1Ds: IEL.&SS j
Dependent Yariable: |POSTTHKS =l Level31Ds: | =l
Wwirite Bayes E stimates: Inu j
Convergence Criterion; ID.DDD1
Mumber of Iteratians: |100
Mizging Values Present; |falze j Generate Table of Means: Im

|Jze the arow keys or click on the desired tab to select the categom of interest for the model,

Proceed to the variables screen by clicking on that tab. The Vvariables screen is used
to specify the fixed and random effects to be included in the model. Select the
explanatory (fixed) variables using the E check boxes next to the variables names in
the Available grid at the left of the screen. Note that, as the variables are selected, the
selected variables are listed in the Explanatory Variables grid. After selecting al the
explanatory variables, the screen shown below is obtained. The Include Intercept
check box in the Explanatory Variables grid is checked by default, indicating that an
intercept term will automatically be included in the fixed part of the model.

Next, specify the random effects at level 2 the hierarchy. In this example, we want
to fit a model with random intercepts at level 2. By default, the Include Intercept
check box in the L-2 Random Effects grid is checked. If this box isleft checked, and
no additional random effects are indicated using the 2 column in the Available grid
to the left, the model fitted will be the random-intercepts-only model we intend to
use. No further changes on this screen are necessary.
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% Model Setup: TYSFPL.MUM

=101 x|

Configuration  ariables |§talting Valuesl Eattemsl Advanced | Linear Transforms

Auvailable | E | 2 Explanatory Variables L-2 Random Effects |
SCHOOL i cC
CLASS r T
POSTTHES i CCRTY
PRETHES r
CC v [~
T v [~
CCuT v |

IV Include Intercept

¥ Include Intencept

Select the columng of the spreadshest to be used as explanatony vanablez and random effects.

Before running the analysis, the model specifications have to be saved. Select the
File, Save As option, and provide a name (TVSFP1.mum) for the model specification
file. Run the analysis by selecting the Run option from the Analysis menu.

1.3.2.3 Discussion of results
Program information and syntax

Data summary

In the numbers of observations section, a summary of the hierarchical structure is
provided.

As shown below, data from a total of 1600 students within 135 classrooms were
included at levels 2 and 1 of the model. This corresponds to the study design
described earlier. In addition, a summary of the number of students nested within
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each classroom is provided. The classroom with N2 = 6, for example, had 26

students (N1: 26). By contrast, classroom 26 had only 1 student.

% SuperMix - [TYSFP1.0ut]

;g Eile analysis  Window Help

=10l %]
=18 %]

Numbers of ocbservations

Lewel Z obserwvations = 1z2E

Lewvel 1 obserwations = 1600

Nz H 1 4 i€ 4 5} & 7
H1 5 z0 2 11 9 £ e 11
Hz H 2 10 11 1z 1z 14 15
H1 H 1kt 12 1z 10 z1 10 17
Hz 5 17 1z 132 z0 zl zZZ Z3
H1 H Z 4 z1 16 1k 1z Z
Nz H 25 26 27 28 29 20 21
H1 H 1z 1 1z 12 z1l 17 1
HE H 33 24 35 26 27 28 29
Saveds.. I Cloze I

Descriptive statistics and starting values

Next, the descriptive statisticsfor all variables are given.
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42 SuperMix - [T¥SFP1.out]

:? File Analysis Window Help

=lalx|
=1=1x

Variahle Minimum
Dependent
POSTTHES 0. 00000

Dandom-Effects
intcept (2] 1.00000
intcept [ 1.00000

Fixed Regressoris)

intcept 1.00000
cC 0. oo000
TV 0. oo000
CCxTV Q. oo0000
Save As... | LCloze |

7.

Descriptive statistics for all wariables

0oooa

. noooo
.oooao

. 0oooo
- ooooo
- ooooo

goooo

M

e

(== =N

65128

.ooooo
.Qooao

.0aoao
.47687

49932
23938

Stand. Dew.

1.

o

o ooo

28E23

.ooooo
Mlelulals]

-0o0ao
S4R96E

Loole

SdZE54

The minimum value, maximum value, mean and standard deviation are given for al

the variables included in the model. For example, the mean POSTTHKS is 2.6618
with a standard deviation of 1.38293.

Starting values — OLS estimates

The starting values for the fixed regressor (s) are shown below. The log likelihood

value and number of free parameters of the OLS regression are given in this part

of the output.
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151 xi

;? File Analysis ‘Window Help o = |
TITLEl: 2 level random intercept model - Class as Lewel Z ID d

Parameter starting walues

Wariable Eztimate Std. Err. Z-walue p-walues J
intcept Z.32el0E 0.0684E 3E.EE433 0.00000
cC 0.e0738 0.03643 6.Z944]1 0. oo0oo0
™ 0.17742 0.03427 1.88131 0.05388
CCxTW -0.22338 0.126EE —-Z.326880 0.01788

Log Likelihood
Mumber of free parameters

Save Az | Cloze I

After the number of free parameters, the starting values of variance/covariance
components are reported as shown.

% SuperMix - [TYSFP1.0ut] =]
:? File Analysis window Help - |ﬁl|1|
Wariance/covariance components d

Level Z Estimate Std_Err. Z-valus p-walus
intcept fintcept 0.19283 0.1z2E583 1.45377 0.14326 i
Lewel 1 Eztimate gcd_ Err. E2-walue p-walues
intcept fintcept 1.714z29 0.03694 4541307 0. oo0oo0 J
-
Save Az | LCloze |

Fixed effects estimates

The number of iterations needed to obtain convergence is given after the starting
values. The output describing the estimated fixed regressor (s) after convergence is
shown next.
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¥ SuperMix - [T¥SFP1.0ut] =10l x|

33 File Analysis ‘Window Help 8=l
——————————————————————————————————————— =
Convergence attained in & iterations

TITLEl: Z lewel random intercept model - Class as Lewel Z ID

Maximum likelihood estinates

Wariable Eztimate Std.Err. Z-value p-walue

intcept Z.324lle 0.03Z2232 ZE.322321E 0.00000

cC 0.58310 013326 4. 42087 0.0o0001

v 0.1z018 0.13130 0.31535 0.35001

CCxTW -0.E24712 0.18863 -1.z100%9 0.15017 :I
Save As... | LCloze |

As shown above, the estimates for cC and Tv are both positive. On average, a
socia-resistance classroom curriculum can improve the tobacco and health
knowledge by 0.58910, and television intervention can increase the POSTTHKS
score by 0.12018. However the estimate of CCxTV is negative, which implies that
the students who had both cc and TV are expected to show a decrease of 0.24713 in
thelr POSTTHKS score. The estimates associated with intercept and TV are highly
significant, but estimates of the other two coefficients are not statistically
significantly different from zero.

The estimates for the fixed regressors and model fit statistics are given next. For
more information on these statistics, see Section XXX.

—iix

:? Eile gnalysis  Window Help _|ﬁ||i|
[
Log Likelihood s —E742_0340
-2 Log Likelihood (Deviance) = E432_1&20
Akaike's Information Criterion = EElO_1&20
Schwarz's Bayesian Criterion = BEEET_E337
MNumber of free parameters = &

B

Save Az LCloze
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Random effect estimates

The estimates for the random part of the model are reported next. The variation in
the average estimated intercept at level 2 is highly significant, which indicates that
the classroom difference in intercepts does help to explain the variation in
POSTTHKS SCOres.

=13
:? Eile Analysis window Help ;[ilﬂ
Variance/covariance components ;I
Lewel Z Eztimate gcd_ Err. E2-walue p-walues
ttcept /iyt 6.13361  o0.03s1s  3.73771 0.000Ls
Lewel 1 Eztimate Scd_Err. Z-walue p-walues ey
intcept fintcept 1.726E1 0.083E532 Z27.17761 0.00000
=
Save As... | LCloze |

The covariance and correlation matrix of level-2 and level-1 random effects are
given at the end of the output file. These values are the same as the estimates of
variance/covariance components as shown above.
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il

:? File Analysis window Help _|ﬁl|1|
Level Z Covariance Matrix d
intcept
intcept 0.13361

Level & Correlation Matrix

intcept

inteoept 1.0000

Level 1 Cowariance Matrix

intcept

intcept 1.726E1

Level 1 Correlation Matrix

intcept J

intcept 1.0000

Save As... | LCloze |

End of the output

After successfully running a SuperMix model, the following message is shown at the
end of the output file to indicate the CPU time and the type of the outcome variable.

=

;? Eile Analysis ‘Window Help o =] |

[
Cpu Time (Seconds) - 0.07ge
O e o
|  End of SuperMix Analysis for Continuous Outcomes |
O R e R S o 1
[
Save Az LCloze
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1.3.2.4 Interpreting the results
Estimated outcomes for different groups

For a student who participated in neither social-resistance classroom curriculum nor
television intervention (CC = 0; TV = 0), the expected POSTTHKS is equal to just the
intercept 2.36105. For a student who participated in both programs (CC = 1; TV = 1;
ccxTV = 1), the predicted POSTTHKS is calculated as follows:

POSTTHKS; = 3, + 8,CC, + B,TV. + 3,(CC, xTV))
= 2.34116+0.5891+ 0.12018-0.24713
= 2.80331

Fit statistics and % variation explained

An estimate of the percentage of variation in the outcome at classroom level is
obtained as

0.13361
0.13361+1.72651

x100% = 7.18%

indicating that about 7.18% of the total variance lies between the
clusters/classrooms and that 92.82% of the variance remains at the student level.

1.3.3 2-level random intercept model by using school as level-2 ID

The model in the previous section shows that only about 7% of the total variation in
outcome is at the classroom level. The question that arises is whether clustering
within schools may provide a better explanation of the way in which post-
intervention scores vary. In this section, the modd is fitted using SCHOOL, rather
than classroom, asthe level-2 ID.

1.3.3.1 The model

The mathematical equation of the model to be fitted is exactly the same as for the
previous model.
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POSTTHKS, = f, + B,CC, + B,TV, + f,(CC, xTV,) +V, + &,

The difference here is in the meaning of the subscript i. In the previous model, we

used i to refer the classroom. However, the is here refer to the schools.

1.3.3.2 Setting up the analysis

To create the model specifications for this model, we start by opening TVSFP.ss3 in
a SuperMix spreadsheet window. Then we use the Open Existing Model Setup option
on the File menu to load the Model Setup window for TVSFP1.mum. Click on File,
Save as to save the model setup in a new file, such as TvSFP2.mum. Next, change
the string in the Title 1 text box on the Configuration screen, and select SCHOOL as

the Level-2 ID as shown below.

% Model Setup: TYSFP2.mum =lol x|

Canfiguration |Eariables| Starting Valuesl Eallernsl Advanced | Linear Transforms

Title 1: |2 level random intercept model - School ag Level 21D

Title 2: |TVSFP data

SCHOOL

Dependent W ariable Type: I cantinLous j Level-2 1D

Dependent Yariable: |POSTTHKS =l Level31Ds: | =l

write B apes Estimates: Ino j

Convergence Criterion; IU.UUU'I

Mumber of [terations: |'| 0o

Mizzing Walues Present; |falze j Generate Table of Means; Ino 'I

Select the column of the spreadshest which containg the level-2 1D, if any.
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Keep all the other settings unchanged. Save the changes to the file TvSFP2.mum and
select the Run option on the Analysis menu to produce the output file TVSFP2.out.

1.3.3.3 Discussion of results
Data summary

The number of observations section clearly shows that the data set contains 28
schools and each school has between 18 and 137 students as shown below.

% SuperMix - [TYSFP2.out] =] S
l‘? File Analysis Window Help — |ﬁ'|5|
Humbers of observations ;I

Level 2 observations = 28
Level 1 observations = 1800 J
Nz H 1 zZ 3 4 5} & 7 g
HL 5 z32 ZE Z& i 21 4z L2 EE
Hz 5 3 10 11 1z 1z 14 1l le
H1 H 29 33 34 &E z7 a0 33 12
Nz H 17 1z 13 Z0 21 ZE Z3 24
H1 H 34 38 67 73 70 74 B2 114
Nz H z5 Z6 z7 Z8
H1 H 11z 23 a4 127
[
Save As.. | LCloze |

Fixed effects estimates and descriptive statistics

The estimates for the fixed estimates are shown below. They are close to the
estimates in the previous example, but not exactly the same. For example, the
estimate for cC increased by 0.06326 (0.65236 - 0.58910 = 0.06326), and the
estimate for the effect of television intervention is about 0.07811 higher when using
school asthelevel-2 ID (0.19829 - 0.12018 = 0.07811). However the estimate of the
interaction of cC and TV is about 0.17 lower.
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% SuperMix - [T¥SFPZ.0ut] =101

:09 Eile Analysis  window Help _|E’|5|

TITLEL: 2 lewvel random intercept model - School as Lewel 2 ID ;I

Maximuam likelihood estimates

Variable Estimate Std.Erxr E-wvalues p-value _I
intcept Z.3613Z 0.1z2430 15.99641 0. o0oooo0
cc 0.5EZ3e 0.178z% 365023 0.000zZE
W 0.192z29 0.17453 1.12611 0.ZEE9]1
CCxTW -0.41737 024351 -1.67z80 0.09437

Save As... | Cloze |

Both the deviance and Akaike information criterion (AIC) are slightly higher than
the previous model. The sBC issmaller.

% superMix - [T¥SFP2.0ut] =10l x|

.‘? File Analysis Window Help 8] x|

Loy Likelihood = —Z7E0.7150
-Z Log Likelihood (Deviance) = LE01.4373
Akaike's Information Criterion = 5513.4373
Schwarz's Bayesian Criterion = ELEL1.431Z |
Humber of free parameters = &

Save As.. | LCloze |

Random effect estimates and covariance/correlation matrices

The estimates for the random part of the model are reported next.
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% SuperMix - [TYSFP2.0ut] B [m] |
::3 Eile Analysis Window Help - Iﬁllil
Variance/covariance components ;I

Level 2 Estimate Std. Err. Z2-value p-value
intcept Jintcept 0.07131 0.0z2868 £.48633 001230
Lewel 1 Estimate Std_Err. Z-walue p-value =
intcept Jfintcept 1.7a8756 0.06374 28.04318 0. 00000 _I
-
Save As... | LCloze |

The variation in the average estimated intercept at level 2 is highly significant,
which indicates that the difference in school intercepts also explains the variation of
POSTTHKS scores. Similarly, we can calculate that about 3.84% of the total variance
can be explained by the school difference:

0.07131
0.07131+1.78756

x100% = 3.84%.

1.3.4 A 3-level random intercept model using class and school as IDs

The previous two models show that both school and classroom contribute to the
explanation of the total variation of the POSTTHKS scores. We now construct a
three-level model that uses both CLASS and SCHOOL aslevel-2 and level-3 IDs.

1.3.4.1 The model

The level-1 and level-2 models are the same as the previous two models, as shown
below.

Level-1model (k=1...,n;)
POSTTHKS,, =y, + &,
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& ~ NID(0,0%)
Level-2model (j=1...,n)
bOij =by + qjCCij + bZiTVij +by (CCij XTVij )+ Voij

Vg ~ NID(0, 07 )

Level-3mode (i=1...,N)

by =By + Yy
b, =5
b, =5
b, = f,

Vi ~ NID(O, 0\12(3))

In this mixed model the intercept by is estimated by alevel-2 equation. It indicates
that classroom j’sinitial valueis not only determined by the population average b, ,
but also by the classroom difference v, . The level-2-intercept by; is estimated by a
level-3 equation which takes the school difference v, into consideration, where i
denotes the school 1D.

The above model can also be written in the following format.

POSTTHKS,, = B, + B,CC; + B, TV, + B,(CC; x TV, ) +Vy; + Vg + & -

1.3.4.2 Setting up the analysis

We modify our model setup saved to the syntax file TvSFP1.mum by first using the
Open Existing Model Setup option on the File menu of the TVSFP.ss3 window to
retrieve the syntax file. Then click on File, Save as to save the model setup in a new
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file, such as TVSFP3.mum. Next, we change the string in the Title 1 text box on the
Configuration screen, and select SCHOOL as the Level-3 ID as shown below. We now
have both level-2 and level-3 I Ds sel ected.

= Model Setup: TYSFP3.mum o ] 5|

i Variables | Starting Values' Eattems' Advanced | Linear Transforms

Title 1: |3 level model - L-2 1D: Class; L-31D: Schaol

Title 2: |TVSFP data

Dependent Wariable Type: Icnntinuous j Leweld 1Ds: IEL.&SS j
Dependent Yariable: |POSTTHKS =l Level3 IDs: |SCHOOL =l
Wwirite Bayes E stimates: Inu j

Convergence Criterion; ID.DDD1

Mumber of [terations: ITUU

Mizging Values Present; |falze j Generate Table of Means: Ino 'I

|Jze the arow keys or click on the desired tab to select the categom of interest for the model,

Keep al the other settings unchanged. Save the changes to the file TvSFP3.mum and
select the Run option on the Analysis menu to produce the output file TVSFP3.out.

1.3.4.3 Discussion of results
Data summary

The number of observations section clearly shows the hierarchical structure of the
data. The data contains 1600 students from 135 classes nested in 28 schools. In
school number 20 (LEVEL 3: 20), the data of 73 students (N1: 73) from 7 (N2: 7)
classes are present in this data set.
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% SuperMix - [TYSFP3.0ut] - o] x|
;g Eile Analysis Window Help =0 |
Numbers of observations ;I

Level 3 observations = Z8
Lewvel Z obserwvations = 12E
Level 1 observations = 1800 J
LEVELZ : 1 Z 3 4 1 & 7 g
HZ : z 3 1 & z 4 3 &
H1 H 23 25 26 70 21 47 LE EL
LEVELZ : El 10 11 1z 1z 14 158 1&
Nz H zZ Z 3 i} 4 4 4 zZ
H1 5 32 33 £z & z7 0 332 1z
LEVELZ : 17 13 12 z0 z1 ZZ Z3 z4
Nz H & 13 13 ? 11 7 4 a2
H1 H 34 38 67 73 70 T4 BE 1l4
LEVELZ : zZE ZE z7 z8
HZ : 7 4 7 13
H1 H 11z 23 a4 127
[
Save Az | Cloze |

Fixed effects estimates

As shown below, the estimates are not markedly different from the estimates of the
previous two models.

% SuperMix - [TYSFP3.0ut] =10l

3’3 Eile analysis Window Help _|E||5|

TITLEl: 3 lewel model - L-2 ID: Class_ L-3 ID: Scheool ;I

Mazimum likelihood estimates

Variahle Estimate Std.Err Z-walue p-valus _I
intcept Z.3E5E37 0.1z784 12 4Z44Z 0. ooooo
cc 0.614596 0.15243 3.37035 0.00075
v 0.1718& 0.17258 0.9&0&8 0.32387L1
CCxTV -0.z3E078 0.EZE4EE =1.377E0 0.1l6836

Save Az LCloze
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Both the deviance and Akaike information criterion (AIC) are slightly higher than
the previous model. The SBC is smaller.

% SuperMix - [TYSFP3.0ut] =10l

3’3 File analysis  Window Help _|E||5|

Log Likelihood = —E74E_ElgGE
-2 Log Likelihood (Deviance) = 5491.0333
Alzaike's Information Criterion = LEDE. D222
Schwarz'=s Bayesian Criterion = E£514. 3587 -
Humber of free parameters = 7

Save Az | LCloze |

Random effect estimates

The estimates for the random part of the model are reported next.

% superMix - [T¥SFP3.0ut] =10/ x|

.‘? File Analysis Window Help o =l

Variance/covariance components ﬂ
Lewel 3 Estimate Std.Err. Z-walue p-walus
intcept /intcept o.oseen  o0.03032  1.seees  0.081s
Lewel Z Estimate Scd.Err. Z2-walue p-valus
intcept /intcepe c.07303  o0.0317z  z.49176  0.o1271 ~
Lewel 1 Estimate Std.Err. Z-walue p-walus
intcept /intcept L72esz  o.06343  27.19236 000000

=

Save Az | LCloze |

The estimated level-2 random effect is highly significant ( p = 0.08), but the level-3
isnot ( p = 0.06).
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1.3.4.4 Interpreting the results
Fit statistics and % variation explained

The variation of POSTTHKS scores can be explained by individual differences,
classroom differences and school differences.

For schools,
0.05660 x100% = 3.04%,
0.05660 + 0.07903+1.72652
while for classrooms
0.07903 «100% = 4.24%
0.05660+ 0.07903+1.72652

As calculated above, the school difference contributes 3.04% to the explanation of
the total variance in the outcome, and classroom difference contributes 4.24%. The
rest, 92.72% of the variation, is explained by the student differences.

Comparison of models

In Table XXX.6 the estimates of the previous three models and OLS in this chapter
are summarized. The three-level estimates al lie between the corresponding two
level-2 estimates.
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Table XXX.6: Comparison of OLS and mixed model results

OLS Estimates Mixed Model
L-2 model L-3 model
L-21D: CLASS |L-2 ID: SCHOOL L-21D: CLASS
L-31D: SCHOOL
intcept 2.361 2.341 2.361 2.355
(0.066) (0.092) (0.129) (0.128)
CcC 0.607 0.589 0.652 0.615
(0.096) (0.133) (0.278) (0.182)
TV 0.177 0.120 0.198 0.172
(0.094) (0.131) (0.175) (0.179)
CCxTV -0.323 -0.247 -0.417 -0.351
(0.137) (0.189) (0.250) (0.255)
Deviance 5498.168 5501.438 5491.033
AlIC 5510.168 5513.438 5505.033
SBC 5527.600 5521.431 5514.359
Number of free parameters 6 6 7

1.3.5 A 3-level random intercept model including pre-THKS score

The PRETHKS variable indicates the observed score before implementation of
intervention. It might have an impact on the POSTTHKS scores. In this section, a
three-level model including the PRETHKS as predictor isfitted.

1.3.5.1 The model

The only difference between this model and the previous one is the addition of the
variable PRETHKS as a covariate:
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POSTHKS,, = 4, + ACC, + BTV, + B,(CC, xTV,) + S, (PRETHKS,, )

+V0ij +Vy + Eij

From the subscripts associated with the coefficients, we note that while cc, Tv and
CCxTV were measured at a classroom level, the pre-intervention score PRETHKS IS
measured on the individual level. Such a variable may also be referred to as a level-

1 predictor, while cc, TV and cCxTv may be called level-2 predictors, covariates, or
mediating effects.

1.3.5.2 Setting up the analysis

The easiest way to set up this model is to modify the model setup in the syntax file
TVSFP3.mum by first using the Open Existing Model Setup option on the File menu.

Then click on File, Save as to save the model setup in a new file, such as
TVSFP4.mum.

= Model Setup: TYSFP4.mum =100

LConfiguration |Eariables| Starting Values' Eatterns' Advanced | Linear Transforms

Title 1: |3 level madel - L-2 ID: Class; L-3 10 School - add FRETHES

Title 2 |TWSFP data

Cependent ¥ ariable Type: Icontinuous j Level-2 IDs: IELASS j

Diependent Variable: |POSTTHKS i Level3IDs: |SCHOOL i

‘white Bayes Estimates: [0 e

Convergence Criterion: |D.DDD1

Muriber of Iterations: |'| 0o

Mizsing Yalues Prezent: |falze j Generate Table of Means: Ino 'I

Select between wiiting the Bayes estimates to an optional results file or supressing them.
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Next, we change the string in the Title 1 text box on the Configuration screen. Notice
that we would like to request Bayes estimates as part of the program output. To do

S0, select means & (co)variances option from the Write Bayes Estimates drop down
list as shown above.

Click on the variables tab and select PRETHKS as an additional Explanatory Variable
by checking the corresponding E check box.

& Model Setup: TYSFP4.mun

o x|
Configuration | Starting Valuesl Eatternsl Advanced | Linear Transforms
Available | E | 2 | 3 E wplanatany ' ariables L-2 Random Effects |
SCHOOL i Cc
CLASS i ™
POSTTHKS (- CCuTY
PRETHKS W (- PRETHES
Cc |
™ W (-
CCuTY W
¥ Include Intercept
L-3 Randam Effects |
¥ Include Intercept ¥ Include Intercept
|Jze the araw keys or click on the desired tab to select the categany of interest far the model.

Save the changes to the file TVSFP4.mum and select the Run option on the Analysis
menu to produce the output file TVSFP4.out.

1.3.5.3 Discussion of results

Fixed effects estimates and descriptive statistics
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As shown below, the estimated coefficient of PRETHKS is highly significant. The
estimate of the intercept coefficient decreased because part of the variation in the
intercept can now be explained by PRETHKS.

% superMix - [T¥SFP4.0ut] =10/ x|

.‘? File Analysis Window Help o = |
TITLEl: 3 lewel model - L-2 ID: Class_ L-3 ID: School - add PRETHES ﬂ

Maximum likelihood estimates

Variabhle Eztimate Std_Err Z-wvalus p-walus _I
intcept 1.&3700 0.lleee 14.54c628 0.o0000

cc 0.63313 0.147z2Z2 4. 24183 o.ooool

v 0.17811 0.14365 1.23986 0.z1503
CCxTV -0. 32042 0.20EE1 -1.EE3210 0.11297
PRETHES 0. 20720 0.0z584 ll.s8788 u]

Save Az | LCloze |

The fit statistics are given below. A comparison of these two three-level examples
will be given in the next section.

% SuperMix - [TYSFP4.0ut] =10l

3’3 File analysis  Window Help _|E||5|

Log Likelihood = —Z678.6733
-2 Log Likelihood (Deviance) = S3E57.35386
Alzaike's Information Criterion = L£273.358¢
Schwarz'=s Bayesian Criterion = £384.0163 -
Humber of free parameters = g

L

Save Az | LCloze |

Random effect estimates

The third-level random intercept estimate is not significant a a 5% level of
significance, which implies that after taking PRETHKS into account, the school
differences are not significant.
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-lo/x]
:93 Eile Analysis ‘indow Help 1= x|
Variance/covariance components ;I

Level 3 Estimate Std_Err. Z-valus p-value
intcept /inmcepe 6.02575  0.01371  1.308e5  0.19133
Lewvel Z Estimate Std_Err. E2-walue p-value
inoept Jintespt o.0s3ss  0.02767  z.zsves o.oziss |
Lewvel 1 Estimate Std.Err. Z-value p-value
incept Jintespt Leozol  o.osess  27.z0844  0.00000

=
Save As... | LCloze |

1.3.5.4 Interpreting the results
Estimated outcomes for different groups

For example, if atypical student who only participated in television intervention had
aPRETHKS score of 2 (CC =0; TV = 1; ccxTV = 0), the expected POSTTHKS scoreis
calculated as follows:

POSTTHKSj = fgy + BTV, + B (PRETHKS,, )
=1.697+0.17811+2x 0.3072
— 2.48951.

ICCs and R square

ICCs

The so-caled ICC (interclass correlation) measures the proportion of variation in
the outcome variable between units at the different levels. It is occasionally referred
to as the cluster effect, and is defined as the ratio of the between-cluster variance to
the total variance. From the output for the random effects, we have
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Level-1: error var = 1.6020
Level-2: class var = 0.0636

Leve-3: school var = 0.0258.
Based on this information, we can calcul ate the | CCs as shown below.
Similarity of students within the same school:

0.0258

C= =0.0153
1.6020+ 0.0636+ 0.0258

Similarity of students within the same classrooms (and schools):

0.0636+ 0.0258

= =0.0529
1.6020 + 0.0636 + 0.0258

ICC

Similarity of classes within the same school:

0.0258

= =0.289
0.0636+0.0258

ICC

R square
Another way to evaluate the explanation of variation in the outcome is to compute a
statistic analogous to the familiar R* used in multiple linear regression. In a

multilevel model, however, there is an R*> for each variance component. Use of

these statistics is not without problems, however, because the R* may at times have

negative values, and in other cases the addition of explanatory variables can lead to
an increase rather than a decrease in variance components. The more complex a
hierarchical model is, the more likely is the occurrence of anomalies in variance-
explained statistics.
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To caculate the R*s for different levels of the level-3 model, we first need to get

the variances for the null model, which is a 3-level model with no covariates. Open
the file TVSFP4.mum, click on the variables tab, and uncheck the check boxes of the
selected Explanatory Variables as shown below.

& Model Setup: TYSFP7.mum =10 x|

Configuration ;% |§tarting Valuesl Eatternsl gdvanced| Linear Transformsl

o (|

{0 (5

o |

Available E splanatory Y aniables | L-2 Random Effects |
SCHOOL
CLASS
POSTTHEKS
PRETHES
CC

T

CCxTY

¥ Include Intercept

L_-3 Random Effects |

¥ Include Intercept ¥ Include Intercept

Use the armow keys or click on the desired tab to select the categom of interest for the model.

Save the setup as TVSFP7.mum and run the model to get the following output of the
variance/covariance component.
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1o/
.‘? File Analysis Window Help o =l
VWariance/covariance components ;I

Lewel 32 Estimate Std.Err. Z2-wvalue p-valus
intcept [itespt 61103z o.04s73 241251 0.o1584
Lewel Z Eztimate Std. Err. Z-walue p-walus
suscept [iatceps 0.08481  0.03261  z.5es04  0.00974 |
Level 1 Estimate Std.Exrr. Z-valus p-valus
intcept ristespe 172367 o0.06341  27.18391  0.00000

=
Saveds.. | Cloze |

The R?sare calculated as

A2 A2 A2

2 _ Op 2 _q_ OV 2 _ O vis)p
Ri_l_ ~2 RZ_]'_ A2 R3_1_ ~2
oo O'v(z)0 O'v(3)0

where subscript O refers to a model with no covariates (i.e., the null model,
TVSFP7.out) and subscript p refers to amodel with p covariates (i.e., the full model,

TVSFP4.0ut). The R*sfor different levels are given in Table XXX.7.

Table XXX.7: R? values for a set of nested models

level variance null | full R2
1 (students) &2 1724|1602 | .071
2 (classrooms) &7, | .085 | .064 | .247

3 (schools) G4, |-110| 026 | .764

In the current example, only the intercept coefficient is allowed to vary randomly
over classrooms and schools, thus making the calculation of the R* relatively
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straightforward. In the case of models with random slopes, the calculation of R?
statistics becomes more difficult. For an extensive discussion of the rationale and
calculation of R* statistics, the user is referred to Snijders & Bosker (2000, pp. 99 —

109).

Model fit statistics and comparison of models

Now, we consider two level-2 models using the same covariates but different level-
2 IDs. one uses CLASS as level-2 ID, the other uses SCHOOL. The models’ setups
are given in TVSFP5.mum and TVSFP6.mum. The comparison of estimates is
summarized in the following table.

Table XXX.8: Comparison of OLS and mixed model results

Ou> . Mixed Mode

L-2 model L-3 model

L-21D: CLASS |L-21D: scHooL |2 'DF CLASS
L-31D: SCHOOL

intcept 1.6613 1.6776 1.6952 1.6970
(0.0844) | (0.0988) | (0.1145) (0.1167)
CcC 0.6406 0.6330 0.6601 0.6392
(0.0921) | (0.1186) (0.1440) (0.1472)
TV 0.1987 0.1597 0.2024 0.1781
(0.0900) | (0.1167) (0.1401) (0.1437)
CCxTV -0.3216 -0.2747 -0.3697 -0.3204
(01303) | (0.1678) (0.2011) (0.2055)
PRETHKS 0.3252 0.3116 0.3103 0.3072
(0.0259) | (0.0258) (0.0259) (0.0258)
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Table XXX.8 (continued)

error variance 1.6030 1.6523 1.6020
(0.0589) (0.0589) (0.0589)
class variance 0.0870 0.0636
(0.0277) (0.0277)
school variance 0.0372 0.0258
(0.0184) (0.0197)
Deviance 5359.9641 | 5366.0133 | 5357.3586
AlIC 5373.9641 | 5380.0133 | 5373.3586
SBC 5394.3010 | 5389.3387 | 5384.0163
Number of free parameters 7 7 8

1.3.5.5

When comparing the deviances, AlIC and SBC of the level-3 model with the level-2
models, we conclude that the three-level model has a better fit to the data.

Residuals

Level-2 Bayes results

Returning to the TVSFP4.mum output, click on the Analysis menu of the output
window or the model set up window, and note that View Level-2 Bayes Results iS
now activated. Select the option to open the level-2 Bayes results.

% SuperMix - [TYSFP4.0ut]
,‘? File | Analysis ‘Window Help

Wiews Cutput

Yiew Level-2 Bayes Results

int
HEEET view Level-3 Baves Resulks

View Estimated Parameters

Note that the default extension for the level-2 Bayes estimates is .ba2. Part of the
fileis shown below.
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(ol
,‘? File Analysis Window Help 8] x|
401,00 401101, 00 12 1 -0.12E20 0.4007LE-01 dintcept ;I
401 .00 40110100 1 1 -0.30Z321E-01 0.&81136E-01 intcept
401,00 401101.400 1z 1 0.l1027& 0.41323ZE-01 intcept
401 .00 401102 .00 1z 1 0.1341% 0.33783E-01 intcept _I
40z .00 40Z101. 00 Z1 1 0.40195E-01 0.30745E-01 intcept
40z .00 402102 .00 17 1 0.91264E-01 0.32480ZE-01 intcept
405. 00 405102 .00 1& 1 -0.781Z0E-01 0.35247E-01 intcept
405,00 40510200 1& 1 0.11404 0.274L4E-01 dintcept
405 .00 40510300 1& 1 -0.Z3613 0.36Z87E-01 intcept
407,00 407101.00 2l 1 0.21114E-01 dintcept
407 .00 407102 .00 Z1 1 0.21261E-01 intcept
407 .00 40710300 Z27 1 0.Z6Z57E-01 intcept
408 .00 408104 _ 00 17 1 0.32E528ZE-01 intcept LI
Save As.. | Cloze |

The representations of these seven columns are given in order below.

0 Column 1: level-3 ID, which is school in our example.

o O

within each classroom.

o O O O

Column 2: level-2 1D, which refers to classroom.
Column 3: number of the observations within level-2 1D, number of students

Column 4: the number of the empirical Bayes coefficients.
Column 5: the empirical Bayes estimate.
Column 6: the estimated variance of the Bayes coefficient.
Column 7: the name of the associated coefficient as used in the model.

Classroom 407102 has the largest Bayes estimate with a value of 0.38397. When
considering the class difference, the predicted POSTTHKS score for a student in this
specific class who only participated in television intervention with a PRETHKS score
of 2(cc =0; Tv=1; ccxtv =0) iscaculated as follows.

PT)_S'T:FH\KSW = ,/BO + ﬁZTV”- +ﬁ4(

PRETHKS, ) +Uo

=1.697+0.17811+2x 0.3072+0.38397

=2.87348.
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Level-3 Bayes results

Similarly, the level-3 Bayes results can be viewed by clicking on the Analysis, View
Level-3 Bayes Results.

%2 SuperMix - [TYSFP4.out]
:P Filz | Analysis ‘Window  Help
Views Cubpuk

) Yiew Lewvel-2 Bayes Results
intc

Yigw Level-3 Baves Resulks

View Estimated Parameters

Part of the TVSFP.ba3 is shown below.

% SuperMix - [TYSFP4.ba3] - o] x|
;g Eile Analysis Window Help =0 |

403.00 1 0.58013E-01 0.21068E-01 intcept -

404.00 1 0.Z423EE-01 0.192E52E-01 intcept

1900 1 0.24110E-01 0.2z13E8E-01 intcept

194.00 1 0.4584ZE-01 0.14584E-01 intcept

196.00 1 0.29Z06E-01 0.198Z1E-01 intcept

197.00 1 0.4631ZE-01 0.1810ZE-01 intcept

122,00 1 -0.932ELEE-0OL 0.1l7EZE2E-01 intcept

135.00 1  -0.B3ZZEE-01 0.1612ZE-01 intcept

401._00 1 0_70605E-01 0.19034E-01 intcept

40z.00 1 0.E53221E-0Z 0.1950ZE-01 intcept

405.00 1  -0.25606E-01 0.17253E-01 intcept

407.00 1 0.16541E-01 intcept

405.00 1  -0.4612Z3%E-01 0.196ZEE-01 intcept

40300 1 0.47700E-01 0.1E045E-01 intcept j

Save ds.. | LCloze |

The same classroom (ID = 407102) discussed above is nested in school number 407.
Now, considering both the class and school differences, the estimated POSTTHKS
for a student from this classroom who only participated in television intervention
with a pre-intervention score of 2 (CC = 0; TV = 1; ccxTVv = 0) is calculated as
follows.
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POSTTHKSj = 3, + 3,TV, + /3, (PRETHKS;, )+ Voij +Vo
=1.697+0.17811+2x 0.3072+0.38397+0.15296
= 3.02644.

Confidence intervals for random coefficients

The Confidence Intervals option on the File, Model-based Graphs menu provides the
option to display confidence intervals for the empirica Bayes estimates of the
random effects specified in a given model. This option is now used to examine the
confidence intervals of the random intercepts for the schools, which represent the
highest level of the hierarchy in the current example.

Select the Confidence Intervals option on the File, Model-based Graphs menu to
activate the 95% Conf. Intervals for EB estimates dialog box. Two graphs of the
confidence intervals for the empirical Bayes estimates of the intercepts at the
classroom level and school level are obtained by selecting CLASS intcept and
SCHOOL intcept in the Predictor column before clicking Plot.

952 Conf. Intervals for EB Estimates

List of Variables

Mame |F'redict0r| Group Mark. =
1 [CLASS intcept 3 =] |

2 |SCHOOL intoept | v - -

o | L]
Flaot | Cancel |

The graph obtained, as shown below, shows that, in genera, the range of the
confidence intervals for the level-3 empirical Bayes estimates of the intercepts is
(-0.2,0.2), and therange for level-2 isabout (—0.4; 0.4) .
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% SuperMix - [95% Confidence Intervals for intcept] N =] % SuperMix - [95% Confidence Intervals for intcept] =10l x|

R |

Figure XXX.14: 95% confidence intervals for level-2 Bayes estimates

The deviations from the estimated population intercept over schools are also
apparent. Each confidence interval is obtained using the formula

Empirical Bayes residual i1.96\/var(Empirical Bayesresidual ) .
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1.4 New 3level continuous example using a subset of
Schoenwald data

1.4.1 The data

The data set for this example is taken from a study described in Schoenwald &
Henggeler (2005). Children in the study were assigned to therapists and followed
across time. In this study, respondents were rated with the Child Behavioral
Checklist (Achenbach, 1991) at four occasions. The gender of each respondent
was al so recorded.

Although the total number of patientsin this study was 1,951, the number of patients
treated by any single therapist ranged between 1 and 19. A total of 7,127
measurements were made for all patients over the course of the study. Data for the
observations of all the variables for the first four patients treated by therapist
number 18 are shown below in the form of a SuperMix spreadsheet file, named
cbtot.ss3.

B cbetot.ss3 o ] 34
| Apply |
@ THERS | @BLsio | cLsorc| oicecto | Elinteept [FLsovis| miwisit | pocens | gievisit [
1 16.00 452.00 375 55,00 1.00 0.00 0.00 0.00 0.00,|
2 T8.00 452,00 515 3800 1.00 1.00 1.00 0.00 0.00
3 18.00 452,00 755 57.00 1.00 400 200 0.00 0.00
4 18.00 452.00 B.56 43.00 1.00 3.00 3.00 0.00 0.00
5 18.00 509.00 1005 10100 1.00 0.00 0.00 0.00 0.00
B 18.00 509.00 8.00 B4.00 1.00 1.00 1.00 0.00 0.00
7 18.00 509.00 787 £2.00 1.00 4.0 200 0.00 0.00
8 18.00 509.00 332 11.00 1.00 300 300 0.00 0.00
3 18.00 586,00 5.85 47.00 1.00 0.00 0.00 0.00 0.00
10 18.00 566,00 520 27.00 1.00 1.00 1.00 0.00 0.00
1 18.00 586,00 447 20.00 1.00 400 200 0.00 0.00
12 18.00 586,00 424 18.00 1.00 3.00 3.00 0.00 0.00
13 1800 102000 616 38.00 1.00 0.00 0.00 0.00 0.00
14 1800 102000 7.00 43.00 1.00 1.00 1.00 0.00 0.00
15 1800 102000 671 45.00 1.00 400 200 0.00 0.00
16 1800 102000 5.08 37.00 1.00 3.00 300 0.00 0.0~
KT | »

The variables of interest are:
0 THERAPIS isthetherapist ID (446 in tota).
0 SIDisthepatient ID (1951 in total).
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0 CBTOT isthetota score of the Child Behavior Checklist.
0 INT isacolumn of ones, representing an (optional) intercept.

0 VISIT represents the visit number (0, 1, 2, or 3) at which a measurement was
made.

0 GENF isan indicator variable for gender, and assumes the value O for males
and 1 for females.

0 GVISIT represents the interaction between GENF and VISIT, and is the product
of GENF and VISIT.

1.4.2 Exploring the data

Relationships between variables, and trends over time in repeated measurement
data, may be conveyed in an informal and simplified visua form via graphical
displays. SuperMix offers both data-based and model-based graphs. Data-based
graphing options are accessed via the File, Data-based Graphs option once a
SuperMix data file (.ss3) is opened, while model-based graphs are available after the
analysis has been performed, and will be discussed later in this section.

In the case of data-based graphs, we distinguish between three categories:
univariate, bivariate, and multivariate graphs. Univariate graphs are particularly
useful to obtain an overview of the characteristics of a single variable. In the
sections to follow, we use data-based graphs to take a closer look at some of the
variablesin these data.

1.4.2.1 Univariate graphs
Histograms

As a first step, we take a look at the distribution of the total score on the Child
Behavior Checklist (CBTOT) which is the potential dependent variable in this study.
While scores such as these are not truly continuous variables, they are often treated
as if they were. However, like personal income, the distribution of a score often is
skewed. As afirst step, we will take a closer look at the distribution of the intended
outcome variable CBTOT. To do so, select the Univariate option from the Data-based
Graphs menu as shown below.
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% cuperMix

File Edit ‘Window Help

Import Data File, .. Chrl+T

Close

New Model Setup Chrl+y CTaT [DLINT

Cpen Existing Model Sebup... ChrHE 595.00 1.00

Cornvert MIX Definition File,., Chre =200 1.00
5700 1.0

Exploratory...
Open Graph. .. Chrl+G Univariate...
Eivariate. ..

Save Chrl+S

Mulkivariate. ..
Save As... e .
Frint. .. Ctrl+P 47.00 1.00
Prirk Preview 27.00 1.00
20.00 1.00
Exit 18.00 1.00
[ TE0 To2000 38.00 1.00

The Univariate plot dialog box appears. Select the variable CBTOT and indicate that
a Histogram is to be graphed. Note that the number of class intervals shown on the
histogram is controlled by the Number of class intervals field, which is left at the
default value of 10 in this case. Click the Plot button to display the histogram.

Univariate plokt

List of Variables
Mame

THERAPIS

SID

CBCTOT

INT

WISIT

GENF

GWISIT

|
=2
»

e (A

" Bar Chart
" Pie Chart
{~ 3D Pie Chart

i o=
Mumber of class intervals: =

Plot | Cancel |
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The histogram below shows that the distribution of total scores (CBCTOT) on the
Child Behavior Checklist (CBC) is markedly asymmetrical. Given the normality
assumptions used in fitting a 3-level linear multilevel model, it would be
inappropriate to use CBCTOT in its current state. A transformation of this variable is
required before it would make a suitable outcome variable for the intended analysis.

|,_cBcTOT

=B |

File Edit Graphs Options

Histogram of CBCTOT
2000

200 280

Figure XXX.15: Histogram of the variable CBCTOT

Transformation of variables

Common transformations used in the case of skewed variables include the natural
logarithm of the variable in question, or the square root of the variable. We opt to
explore the possibility of using the square root of the total score as outcome. To do
so, a new variable containing the square root of the current total scores has to be
created in the SuperMix spreadsheet. Right-click on the column with CBCTOT as
heading, and select the Insert Column option from the pop-up menu that appears.
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File Edit ‘Window Help

=1ol=]
|95 Apply |
L THERa | BLsD  |ipcectom! e L meeme Doy | g gt [
1 1 a.nn| 452.00] g5 Colmn Properties.., .nn| 0.00|_|
2| 18.00 452.00 7 | SEREEEREIFRE 00 0.00
= 18.00 452.00 5. cut s 00 .00
a4 18.00 452.00 B Copy - 00 0.00
5 | 18.00 509,00 100 pacre - 00 .00
_6 | 18.00 503.00 B4. Paste (value only)  Shift+Chrl+Y .00 0.00
R 1800 509,00 B2 00 .00
8 | 18.00 509.00 1. b.oo .00
9 | 18.00 5EE.00 47, Delete Column .00 0.00
10 1800 5E6.00 7. 00 .00
I 1800 566.00 20, SortAscending 00 0.00
12 | 18.00 56E.00 18 Sort Descending .00 0.00
13 | 18.00 1020.00 B oy , boo 0.00
e 18.00 1020.00 49, 00 0.00
15 | 18.00 1020.00 4500 1.00 2.00 0.00 .00
16 | 18.00 1020.00 2700 1.00 .00 0.00 0.00
17 2200 Z31.00 1300 1.00 1.00 0.00 000
A LIJ

Select the new column and input the function SQRT(D1) in the formula box as
shown below. Click the Apply button. Each value of the new variable is the square
root value of the corresponding value of the variable CBCTOT as shown below.

- =101 x]
[orton  Aeel |

(4L THERS | B1sID crc | orcecto | ELnT | FLwisT | GLGewE | =

1 18.00 452.00 575 %500 1.00 0.00 000 |
2 18,00 452.00 E16 300 1.00 1.00 0.00
3 18.00 452.00 7.55 57.00 1.00 200 0.00
4 18.00 452.00 E.56 4300 1.00 3.00 0.00
5 18,00 509.00 10,05 101.00 1.00 0.00 0.00
E 18.00 F09.00 8.00 £4.00 1.00 1.00 0.00
7 18,00 509.00 7.87 £2.00 1.00 200 0.00
8 18.00 F09.00 232 11.00 1.00 3.00 0.00
3 18,00 565,00 E.36 47.00 1.00 0.00 0.00
10 18.00 F6E.00 F.20 7m0 1.00 1.00 0.00
11 18,00 566,00 447 2000 1.00 200 0.00
12 18.00 566,00 424 18.00 1.00 3.00 0.00
13 18,00 1020.00 E16 3800 1.00 0.00 0.00
14 18.00 1020.00 7.00 43,00 1.00 1.00 0.00
15 18,00 1020.00 E71 45.00 1.00 200 0.00
18 18.00 1020.00 E.03 7.0 1.00 3.00 0.00

17 2m 231.00 361 1300 1.00 1.00 00w

Al LIJ
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To rename the new variable, right-click again on the column header and select the
Column Properties option.

cLc ['moractn | wowr | m 15T
Bl Column Properties. .. ‘ 0.00

Set Decimal Place 1.00
Cut Chrl+3 ggg
Copy Chrl+C 0.00
Paste Chrl+Y 100
Paste (value only)  Shift-+Cerl+y 200
Insert Column 300
Delete Column 0.00
1.00

Sort Ascending 2.00
Sark Descending 3.00
0.00

Clear Y|
6.7 4500 1.00 2.00

Complete the Header field in the Column Properties dialog box as shown below.
Also indicate that this is a continuous variable by selecting the Continuous option
before clicking the OK button.

B Column Propertie =101
Header: |SOR_CBC
Mumber of Decimal Places: IU—
Mizzing V alue Overide: l—

£ Mominal ¢ Ordinal
oK | Cancel |

Check the distribution of the square root of the total score on the Child Behavior
Checklist (SQR_CBC) by selecting the Univariate option from the Data-based Graphs
menu to activate the Univariate plot dialog box. After selecting SQR_CBC by
checking the appropriate box in the Plot column, select the Histogram option as
before, and click Plot.
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Univariate plot

Ligt of Wariables
MHame |
THERAFIS
SID
SOR_CBC
CBCTOT
IMT
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The histogram for the variable SQR_CBC is appreciably more symmetric than was
the case for the origina variable CBCTOT, as evident from the histogram shown
below.
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Figure XXX.16: Histogram of the variable SQR_CBC
1.4.2.2 Bivariate graphs

It is hoped that the total scores of patients would change over time, i.e, with
successive visits to their therapists. In addition, it is hypothesized that the gender of a
patient may also have some relationship to the total score of a patient. Bivariate plots
of possible relationships are a handy tool for the exploration of possible relationships.

Exploratory graphs
To explore the relationship between the time since the start of therapy and the square

root of the total score, select the Data-based Graphs, Exploratory option from the File
menu to activate the New Graph dialog box.
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File Edit ‘Window Help

Impork Data File... Chrl+T
Close
New Madel Setup Chrl+w A_C| (D) _CECTO |
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Select the outcome variable SQR_CBC as the Y-variable and VISIT as the X variable.
Add the variable representing gender, GENF, from the Color field. Doing so will
lead to the graphs of the gender groups to be displayed in different colors (blue and
green being the default colors for two groups). Select the patient 1D, as denoted by
the variable SID, as the Filter variable to obtain individual graphs for patients. Click
OK after completing the fields on this dialog box.

Mew Graph

v |S0R_CBC =
% [wisiT =l
=l

Owerlay: I

¥ Drawlinge |V Draw points

Colar. |GENF =

Fiter. |SID =
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Graphs for patients with SIDs equal to 973, 790, and 2233 are shown below. These
are but three of the 1951 graphs created via the graphing specification described
above. Plotting symbols for each patient are shown at the bottom left of the
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graphing window, and the legend for gender groups to the right. The dlider at the
bottom of the window is used to move from one graph to another.

For the first patient, with SID equal to 973, aroughly linear decrease in the outcome
is observed as the visit number increases. This is not the case for patient 790, where
an amost parabolic curve is observed, or for patient 2233 where an inverted
parabola seems to be the most obvious line to fit. It can be concluded from these
graphs that the relationship between SQrR_CBC and VviISIT differs from patient to
patient, and moreover that it may not be strictly linear. The possible inclusion of a
guadratic function of the time of measurement, i.e. VISIT, should be explored. No
definite trend is immediately apparent for gender groups within the wide variety of
curves plotted, but the possibility of an interaction between the gender and the
number of the visit cannot be excluded.
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SQR_CEC vs. VISIT where SID = 790
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Figure XXX.17: Relationship between SQR_CBC and VISIT for selected patients
Transforming a variable

To examine the relationship between the outcome and the quadratic value of VISIT, a
new variable has to be created. This is done in a similar way to adding the square
root of the total score. First insert a column, then type the appropriate function into
the formula box as shown below. Click the Apply button. Each value of the new
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variable is the squared vaue of the corresponding value of the variable VISIT as
shown below.

£ cbctot.ss3 i ] 5]
[s0UAREET) fonly |
il THERe | @LsiD [ (cLserc| micecto|  ELNT FLF | movst | e
1 18.00 452.00 975 95.00 1.00] 0.00 ooo |
2 18.00 452.00 516 38.00 1.00 1.00 1.00
3 18.00 452.00 755 57.00 1.00 400 200
4 18.00 452,00 B.56 43.00 1.00 3.00 3.00
5 18.00 509.00 1005 10000 1.00 0.00 0.00
B 18.00 509.00 B.00 £4.00 1.00 1.00 1.00
7 18.00 509.00 787 £2.00 1.00 400 2.00
8 18.00 509.00 IR 11.00 1.00 3.00 3.00
3 18.00 566.00 £.95 47.00 1.00 0.00 0.00
10 18,00 566.00 5.20 27.00 1.00 1.00 1.00
11 18.00 566.00 447 2000 1.00 400 2.00
12 18.00 566.00 424 18.00 1.00 3.00 300
13 1800 1020.00 516 38.00 1.00 0.00 0.00
14 1800 1020.00 7.00 43.00 1.00 1.00 1.00
15 1800 1020.00 B71 45.00 1.00 400 2.00
18 1800 1020.00 5.08 37.00 1.00 3.00 3.00
17 22.00 231.00 361 13.00 1.00 1.00 100 -
Al LIJ

Right-click on the header of the newly inserted column to activate the Column
Properties dialog box and enter a variable name such as SQ_VISIT into the Header
field. Click OK to return to the spreadsheet.

1.4.2.3 Exploratory graphs

Remake the bivariate graphs shown previously for SQR_CBC and VISIT, using the
squared value of VISIT (SQ_VISIT) instead. The completed New Graph dialog box,
accessed via the Data-based Graphs, Exploratory option, is shown below. Click oK
to display the graphs for individual patients.
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Very little change in the shape of the plotsis observed in the graphs obtained for the
three patients considered earlier. To follow up on the possibility of a nonlinear
relationship between the outcome and the visit number, both of the variables viSIT
and sQ_ViIsSIT will be included in the first model fitted, where the relationship of
each with the outcome can be evaluated in the presence of the other.
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Figure XXX.18: relationship between SQR_CBC and SQ_VISIT for selected patients
Box-and-whisker plots

Another bivariate plot of interest is a box-and-whisker plot, which may be used to
examine the distributions of continuous variables such as for the different values of
discrete valued predictors. This option, accessed via the Data-based Graphs,
Bivariate option on the File menu, is now used to take a closer look at the
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distribution of the transformed outcome variable at different visits, and for the two
gender groups.

The Bivariate plot dialog box is completed as follows. select the outcome variable
SQR_CBC as the Y-variable of interest, and the predictor VISIT to be plotted on the
X-axis. Check the Box and Whisker option, and click Plot.

Bivariate plot
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In the plot shown below, the box-and-whisker plots for the square root of the
CBCTOT scores are shown at each of the measurement occasions. Recall that the
bottom line of a box represents the first quartile (), the top line the third quartile

(g3), and the in-between line the median (me). Here, the arithmetic mean is

represented by a diamond. A decrease in the mean HDRS rating is observed over the
course of the study. In addition, the larger distances between the extremes of the
boxes at the later measurement occasions indicate more variability in the
transformed CBCTOT scores towards the end of the study.
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Figure XXX.19: Box-and-whisker plot of SQR_CBC vs. VISIT

When a similar plot is made for the original total score as represented by the
variable CBCTOT, it is clear that the distributions of the transformed scores, though
still exhibiting more variability at later visits, are closer to norma for the
transformed variable (figure below).

_cBCTOT B =13ix]

File Edt Graphs Options
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Figure XXX.20: Box-and-whisker plot of CBCTOT vs. VISIT
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A box-and-whisker plot of the transformed scores for the two gender groups can
easily be obtained. Simply close the graph window shown above, deselect VISIT as
the x-variable and select the indicator of gender GENF instead. Click Plot to obtain
the box-and-whisker plot shown below. A slightly larger range of scores is observed
for males (GENF = 0) than for females (GENF = 1).

i sor_cec I [l ]

" Fle Edt Graphs Options
SGR_CBC vs. GENF
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o

GENF

SGR_CBC
o
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Figure XXX.21: Box-and-whisker plot of SQR_CBC vs. GENF

When this plot is compared to a similar one for the untransformed outcome variable
CBCTOT, the same tendency towards a less normal distribution is observed,
particularly with respect to the total scores of male patients.
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Figure XXX.22: Box-and-whisker plot of CBCTOT vs. GENF
Bivariate bar charts

Another bivariate plot that may provide insight is a plot of gender by the number of
visits. The Bivariate option on the File, Data-based Graphs menu is again used to
access the Bivariate plot dialog box. Select VISIT as the Y-variable and GENF as the
X-variable, and request a bivariate bar chart prior to clicking the Plot button.
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The bar chart for VISIT vs. GENF shows not only that more males than females are
present in the data, but also that roughly equal numbers of observations/scores are
available for the two groups at each of the visits. The pattern in terms of the number
of observations available at each visit is the same for the two gender groups.
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Figure XXX.23: Bivariate chart of VISIT vs GENF
1.4.3 Fitting a growth curve model to the data
1.4.3.1 The model

The first model fitted to the data explores the relationship between SQrR_CBC and
the visit number, as represented by the variables vISIT and SQ_VISIT:

SQR_CBC, = B, + B, *VISIT,, + B, *SQ_VISIT,, +V,, +V,, +6

In this model, f, denotes the average expected total score, and g, and S, indicate

the estimated coefficients associated with the fixed part of the model which contains
the predictor variables vISIT and SQ_VISIT. The random part of the mode is
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represented by vy, v, and g, , which denote the variation in average total score

over therapists, between patients (or, in other words, over patients nested within
therapists) and between measurements at the lowest level of the hierarchy.

1.4.3.2 Setting up the analysis

Open the SuperMix spreadsheet cbtot.ss3. The next step is to describe the model to
be fitted. We use the SuperMix interface to provide the model specifications. From
the main menu bar, select the File, New Model Setup option.

Select the continuous outcome variable SQR_CBC from the Dependent Variable
drop-down list box on the Configuration tab. The therapist number THERAPIS and
respondent identification code SID used to define the levels of the hierarchy are
specified as Level-3 ID and Level-2 ID respectively by selecting them from the Level-
3 IDs and Level-2 IDs drop-down list boxes. Enter atitle for the analysis in the Title
text boxes. Select the means & (co)variances option from the Write Bayes estimates
drop-down list box to request the writing of residuals to an externa file. In this
example, default settings for all other options associated with the Configuration
screen are used. Proceed to the variables screen by clicking on that tab.

= Model Setup oy ]
7 :

LConfiguration |Eariables| Starting Valuesl Eattemsl gdvancedl LinearTlansformsl

Title 1: |Subset of Schoerwwald data

Title 2 |Gender, wizit and sqvisit] as predictors

Dependent Yariable Type: Icontinuous j Lewvel-2 Dg: ISID j

Dependent Yariable: |SQR_CBC = Level3IDs: [THERAPIS =l

Write Bayes Estimates: [{iE=1E

Convergence Criterion: ID.DD1

Mumber of lterations: IED

Mizzing Walues Present: Ifalse j Generate Table of Means: Ino 'l

Select between writing the B ayes estimates to an optional results file or supressing them.
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The Vvariables screen is used to specify the fixed and random effects to be included
in the model. Select the explanatory (fixed) variables using the E check boxes next
to the variables names in the Available grid at the left of the screen. Note that, as the
variables are selected, the selected variables are listed in the Explanatory Variables
grid. After selecting al the explanatory variables, the screen shown below is
obtained. The Include Intercept check box in the Explanatory Variables grid is
checked by default, indicating that an intercept term will automatically be included
in the fixed part of the model.

Next, specify the random effects at levels 2 and 3 of the hierarchy. In this example,
we want to fit a model with random intercepts at levels 2 and 3. By default, the
Include Intercept check boxes in both the L-2 Random Effects and L-3 Random
effects grids are checked. If these boxes are left checked, and no additional random
effects are indicated using the 2 column in the Available grid to the left, the model
fitted will be the random-intercepts-only model we intend to use. No further
changes on this screen are necessary.

| Starting \-"aluesl Eatternsl Advanced | Linear Transforms

Available | E | 2 E xplanatom Y ariablez L-2 Random Effects |

THERAPIS rr SO_WISIT

SID rr WISIT

SOR_CEC rr

CBCTOT rr

SO_WISIT i

WISIT VI

GENF rr

GVISIT r

[V Include Intercept

¥ Include Intercept

Use the arow keys or click on the desired tab to select the categary of interest for the model.
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Before running the anaysis, the model specifications have to be saved. Select the
File, Save As option, and provide a name (cbctot.mum) for the model specification
file. Run the analysis by selecting the Run option from the Analysis menu.

1.4.3.3 Discussion of results

Portions of the output file cbtot.out are shown below.

In the first section of the output file, a description of the hierarchical structure is
provided. Datafrom atotal of 446 therapists and 1951 patients at 7127 measurement
occasions were included at levels 3, 2 and 1 of the model. This corresponds to the
study design described earlier. In addition, a summary of the number of patients and
measurements nested within each therapist is provided. The therapist with ID3 = 21,
for example, had 15 patients (N2: 15). These patients were measured at 59 occasions.
By contrast, therapist 23 had only 1 patient, for whom 4 measurements were made.

# chtot.out

=10 ]

Nunbers of chserwations

Level 3 observations = 446
Level Z observations = 1351
Lewvel 1 obserwvations = 7127

ID: 1 Z 3 4
Nz 4 4 = 1
N1 16 7 Z9 4
1Dz - o 10 11 1z
Nz - Z 1 1 8
N1l & 4 4 ZE
ID:E - 17 1= 13 zo
Nz ? in 11 E
N1 z7 4n 4d zo

1z

40

Zl

53

8
1
4

le
5
17

24
L
17

.

The data summary is followed by descriptive statistics for all the variables included
in the model. The mean of 6.61867 reported for the outcome SQR_CBC trandates to
atotal score of 43.806 on the Child Behavior Checklist.
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chtot.out i =] 3]

Descriptive statistics for all wariables

Variahle Minimum Maximum Mean Ztand. Dew.

Dependent Variable

SQR_CEC 0. ooooo 15. 23155 6.61867 £.513238
Random-Effect Variahle(s)

intcept 1.00000 1.00000 1.00000 0. ooooo -
intoept 1.00000 1.00000 1.00000 0. ooooo

Fixed Megressor(s)

WISIT 0. ooooo 3. 00000 1.441Ek6 1.11237

SQ_VISIT 0. ooooo 9. 00000 3.21EEg

[
S
n
[=]
x|
)
-
4

2l |
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Fixed effects results

The output describing the estimated fixed effects after convergence is shown next.
The estimates are shown in the column with heading Estimate, and correspond to the

coefficients f,, f,,..., B; in the model specification. From the z-values and

associated exceedance probabilities, we see that the coefficients associated with
both the time of measurement (VISIT) and squared value of the time of measurement
(sQ_visIT) are highly significant. The significance of the estimate associated with
SQ_VISIT supports the tentative conclusion made during the exploratory analysis
that the relationship between score and visit number cannot adequately be described
by alinear relationship. While the average CBC score is expected to decrease with
0.94119 units between two successive visits, a smaller increase in score of 0.13671
is associated with the squared value of the time of measurement.

% chtot.out =10 =]
Maximum likelihood estimates ;I
Fixed regressoris)

Variable Estimate Std.Err. Z-wvalue p-vwalue
intcept T7.E9E24E 0.08737 111l.&3787 0.00000
VISIT -0.324113 0.05879 -1l6.57383 0.o0o0o00
50_WVISIT 0.12871 0.0lgE9 7.47445 0.o0o0o00

—14346 6236
29803 2473
20505, 24732
29329.8432

&

Log Likelihood

—-Z Log Likelihood (Dewiance)
dkaike's Information Criterion
Schwarz's Bayesian Criterion
Number of free parameters

l |

.

Random effects results

The output for the random part of the model follows, and is shown in the image
below. There is significant variation in the average estimated total health
expenditure at all levels, with the most variation over the patients (level-2), and the
least variation over therapists (level-3).
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% cbtot.out o ] o4

Wariance/cowvariance compohents ;I
Lewel 2 Eztimate Std. Err. Z-walue p-walus
inccept /inceps 6.58z01  0.10414  5.ssssl  ©0.00000
Level 2 Eztimate Std.Err. Z-walue p-valus
inccept /inceps 5.08097  0.13341  23.03426  ©.00000

Lewvel 1 Esztimate Std.Err. Z-valus p-valus i
intcept Jintcept Z.324083 0.04533 E0.30Z14 0. ooooo

-
4| | _'l_l

1.4.3.4 Interpreting the results
Estimated outcomes for different groups
A typical patient at the start of the study is expected to have a transformed CBC
score of
SQR_CBC,, = f3, + B, * VISIT,, + B, *SQ_VISIT,,

= 7.59245-0.94119(0) + 0.13671(0%)
=7.59245,

that is, the estimated intercept. Similar equations for expected transformed scores at
subsequent measurements (visits) are obtained in the same way:

VISIT 1: SQR_CBC,, = 7.59245-0.94119(1) + 0.13671(L’)

=7.59245-0.94119+0.13671
=6.78797
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VISIT 2:SQR_CBC,, = 7.59245—0.94119(2) + 0.13671(2%) =
= 7.50245-1.88238+ 0.54684
= 6.25691

VISIT 3: SQR_CBC,, = 7.59245—0.94119(3) + 0.13671(3")

=7.59245-2.82357 +1.23039
=5.99927

The effect of the positive estimate for SQ_VISIT in slowing down the expected
decrease in CBC Scores over successive measurement occasions is clear from the
equations above: without this estimate, the expected CBC scores at visits 1, 2, and 3
would have been 6.65126, 5.71007, and 4.76888 respectively. In terms of the actual
rather than the square root of the CBC scores, the expected scores at the 4
measurement occasions under the current model are 57.6453, 46.0765, 39.1489, and
35.9914 respectively.

Model-based graphs

Using the Plot Equations for: SQR_CBC dialog box that appears when the File,
Model-based Graphs, Equations option is selected, we can graphicaly depict the
trend in expected average squared score for the predictors VISIT and SQ_VISIT. The
dialog box below shows the selection of the predictor vISIT, and in the graph
requested, SQ_VISIT will befixed at avaue of 0.
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Plot Equations for: SQR_CBC
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The graph below shows the result obtained when the Plot button is clicked after
completion of the Plot Equations for: SQR_CBC dialog box as shown above. A
similar plot for the predictor SQ_VISIT is given directly after. Note that, in the
second graph, the increase in expected score seems larger than implied by the
estimate of 0.13671. This is due in part to the difference in the ranges of the two
predictors, as reflected in the tick marks on the X-axes of the graphs.
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Figure XXX.24: Plot of SQR_CBC vs. VISIT
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Figure XXX.25: Plot of SQR_CBC vs. SQ_VISIT
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Fit statistics and ICC

From the output for the random part of the model it is clear that there is significant
variation in the average estimated total health expenditure at al levels, with the
most variation over the patients (level-2), and the least variation over therapists
(level-3).

An estimate of the percentage of variation in the outcome at a patient level, for
example, is obtained as

3.08097
0.58201+ 3.08097 + 2.34083

x100% = 51.32%

indicating that 51.32% of the total variance in scores is at the patient level. In
contrast,

0.58201
0.58201+ 3.08097 + 2.34083

x100% = 9.69%

is a the therapist level, with the remainder over measurements nested within
patients.

1.4.4 Fitting a random intercept model with 3 predictors and interaction
term to the data

1.4.4.1 The model

From the exploratory anaysis, we are aware of a possibly nonlinear relationship
between the transformed outcome variable SQrR_CBC and the visit number, as
represented by the variables vISIT and SQ_ViSIT. Differences in the distributions of
the transformed scores of the two gender groups aso lead us to suspect that the
outcome may depend to some extent on the gender of the patient. The possibility of
an interaction between the time elapsed since the start of the study, as represented
by vISIT and SQ_VISIT, and the gender of a patient cannot be ruled out.
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The model considered in this section uses the participant's gender, visit number,
squared value of the visit number, and the interaction between visit number and
gender (represented by the variable GVISIT in the data spreadsheet) to predict the
square root of the total score on the Child Behavior Checklist. This second order

growth curve with gender and the interaction term as covariates can be expressed as
follows:

SQR_CBC,, = B, + B, *GENF, + B, *VISIT,, + B,*SQ_VISIT, + B, * GENF,*VISIT;,
+Vio T Vijo + Qi
As before, f, denotes the average expected total score, 3, S,,..., S, indicate the

estimated coefficients associated with the fixed part of the model, and v, v, and
&; represent the random part of the model.

1.4.4.2 Setting up the analysis

The SuperMix spreadsheet cbtot.ss3 and the model specification file cbtot.mum
discussed in the previous example are used a point of departure. With the model
specification file open, click on the variables tab of the Model Setup window. Add
the predictors GENF and GVISIT to the model by checking the boxes next to these
variablesin the E column, as shown below.
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¥ Model Setup: chcbot.mum o ] S
LConfiguration  ariables |§tarting Valuesl Eattemsl gdvancedl Linear Transformsl
Available | E | 2 | 3 Explanatory Variables L-2 Random Effectz
THERAPIS rrr SO_WISIT
SID - r WISIT
SOR_CEC rrr GENF
CBCTOT - r GWISIT
intcept rrr
SO_WISIT M
WISIT I
GENF I
GYIEIT L ¥ Include Intercept
L-3 Random Effects
[V Inciude Intercept IV Include Intercept
Select the columnz of the spreadsheet to be uzed az explanatany varables and randam effects.

Save the modified model specification file, then select the Run option from the
Analysis menu to perform the analysis.

1.4.4.3 Discussion of results
Fixed effects results

The maximum likelihood estimates of the coefficients in the fixed part of the model
are shown below. The statistical significance of all the effects confirm our suspicion
that the CBC scores measured over time not only depend on the time of
measurement and the squared value thereof, but also on the gender of the patient. A
significant interaction between gender and the time of measurement is also
observed. Recall that for male patients GENF was coded O, and for females GENF
was assigned a value of 1. The positive estimate of 0.28977 for the effect of gender
indicates that males tended to have a lower score on average than females: the
expected average male score is 0.28977 units lower on the transformed CBC scores
than for females. This effect is offset by the negative estimate of the interaction
effect. For males, the interaction term GVISIT assumes the value O, but for females
GVISIT isequa to 0, 1, 2, and 3 respectively at the 4 measurement occasions. The
transformed score of a female patient is thus expected to be 0.10034 units lower at
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the second visit than the score of a male patient, or afemale patient at the beginning
of the study.

% chrot.out -0 x|

[
Maximum likelihood estimates
Fixed regressoris)
Variable Estimate Std_Err. Z-wvalue p-valus
intcept 7.452ZE8E 0.077e32 Sg.ElZE2 0.00000
VISIT -0.20730 0.058735 —-15.65543 o.ooooo
50_WISIT 0.13702 0.018E27 7.49868 o.ooooo
GENF 0.28377 0.103&0 Z.543587 0.00&812
GVISIT -0.10034 0.03435 —£.87888 0.00333
Log Likelihood = -1l434]1_ 3326E _I
—Z Log Likelihood (Deviance) = Z9882.6732
Akzaike's Information Criterion = Z9B9E8. 673
Schwarz's Bayesian Criterion = 29931.4757
Munber of free parameters = g
-
4| | |

()
ks

Random effects results

The output for therandom part of the model is given next.

chtot.ouk - |EI| X

x

12

Variance/covariance components

Level 2 Estimate Std.Err. Z-walus p-talus
intcept Jintcept 0.57846 0.103383 5.5714z2 0. ooooo
Level EZ Estimate Std.Err. 2-value p-values
intcept Sintcept 3.08224 0.13340 Z3.10878 0. 00000
Level 1 Estimate Std.Err. Z2-walus p-rvalus il
intcept Jintcept Z.33847 0.04530 E0.30Z0& 0. ooooo
-
4| | »
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As before, most variation in scoresis found at a patient level, and the least variation
at the therapist level. The estimated percentages of variation in outcome at patient
and therapist level are

3.08224
0.57846 + 3.08224 + 2.33647

x100% = 51.39%

and
0.57846
0.57846+ 3.08224 + 2.33647

x100% = 9.65%

respectively. When compared to the similar percentages for the growth curve model,
changes observed are negligible. The addition of the variables GENF and GvISIT did
not contribute significantly to the explanation of remaining variation in the outcome
at the various levels of the model.

1.4.4.4 Interpretation of the results
Estimated outcomes for different groups
For atypical patient, the expected CBC score can be calculated as
SQR_CBC,, = B, + 3, *GENF, + 8, *VISIT, + 8, *SQ_VISIT, + B, *GVISIT,,
= 7.49255+0.28977+ GENF, —0.90730* VISIT,,

+0.13703+SQ_VISIT,, ~0.10034*GVISIT,.

For male patients GENF = 0, and thus the formula used to predict their CBC scores
reducesto
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SQR_CBC,, = 7.49255+ 0.28977 * (0) —0.90730* VISIT,,
+0.13703%SQ_VISIT,, —0.10034+ (0)
= 7.49255-0.90730+ VISIT,, +0.13703%SQ_VISIT,,.

For female patients GENF = 1, and thus the formula used to predict their CBC scores
can be expressed as

SQR_CBC,, = 749255+ 0.28977 * (1) - 0.90730* VISIT,,
+0.13703%SQ_VISIT,, —0.10034*GVISIT,,
= 7.78232-0.90730* VISIT,, +0.13703+SQ_VISIT,, ~0.10034*GVISIT,,.

Table XXX.9 below shows the expected square roots of CBC scores for the various
groups formed by the gender groups and interaction term at al measurement
occasions. In Table XX X.10, the same expected scores are given in the scale of the
original total score on the Child Behavioral Checklist. The initial impression, based
on the positive coefficient of GENF, that females had higher expected CBC scores
than males, seemsto hold at the onset of the study. However, these tables show that,
after the effects of the other variables are also taken into account, females are likely
to have aslightly lower score than males at the end of the study period.

Table XXX.9: Expected square root of CBC scores

Gender Visit

0 1 2 3

Mae  7.4926 6.7223 6.2261 6.0039
Female 7.7823 6.9117 6.3152 5.9927
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Table XXX.10: Expected CBC scores in original scale

Gender Visit

0 1 2 3

Mae  56.1383 45.1890 38.7639 36.0471
Female 60.5645 47.7717 39.8813 35.9121

The results in these tables can also be depicted graphically using the File, Model-
based Graphs menu. This menu offers three options, namely equation modeling,
residual plots and confidence intervals for random effects.

Equation modeling

To plot the trends in CBC scores for gender groups over successive visits, make sure
the Model Setup window is activated by clicking on it before select the Equations
option from the File, Model-based Graphs menu.

Plot Equations for: SQR_CBC

List of Variables

Mame | F'redictor| Group | b ark o
Irtcept I~ I~ I J
YISIT
SO_VISIT
GENF
GYISIT
SID
THERAPIST

Y

A (
A (¢

' Remaining predictors fised at 0
" Remaining predictors fived at their means

Mote: Only one wariable may be selected for
grouping and only ane for marking.

Cancel
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This activates the Plot Equations for: SQR_CBC dialog box. Select VISIT as the
predictor, and request marking by gender as shown in the image below. Note that,
by default, remaining predictors are fixed at 0. Click Plot to display the graphing
window.

SQR_CBC vs. VISIT

Genf

& Males

$QR_CBC
o

& Females

4 T T T 1
o 1 2 2 4
VIEIT

Figure XXX.26: Plot of SQR_CBC vs. VISIT for gender groups

By default, graphs using a two-category marking variable such as GENF will be
displayed using blue and green to indicate the categories. To make the distinction
between the groups of interest more clear, and create a graph that can be included in
a report or paper to be printed in black and white, the plotting symbols can be
changed. Here, we opt to change the line for female patients to a black, dotted line.
Double-click on the line for this group in the legend box shown at the top right of
the graph to activate the Plot Parameters dialog box. Next, click the Line Attributes
button to load the Line Parameters dialog box.

Change the line style to dotted using the Style drop-down list box, and select black
from the Color drop-down list box. Click OK on both the Line Parameters and Plot
Parameters dialog boxes to obtain the fina graph shown below.
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\\ Plot P
Type IGroup Lires 'l 0K |

(R |
LINE ATTRIBUTES...

I Fillsrea

“/idth ﬂ
Eancell

SQR_CBC vs. VISIT

& Males

SQR_CBC
o
i

® Females

[ 1 2 3 3
WISIT

Figure XXX.27: Modified plot of SQR_CBC vs. VISIT for gender groups

The predicted decrease in CBC score echoes the results of the maximum likelihood
estimation of the fixed effects, where a negative coefficient of -0.9073 was reported
for the predictor visSIT. While the predicted intercept for males at the beginning of
the study is approximately 7.5 as indicated in the graph at the top-left of the
graphing window, the predicted intercept for the same group has decreased to
approximately 4.75 by the final visit. Thisis lower than reported in Table XXX.10,
where calculations showed an expected CBC score of 6.00 for males by the final
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visit. The reason for this difference can be found in the formula used to produce the
graph: recall that all remaining predictors were fixed to a value of 0. Whereas the
result for males at the final visit shown in Table XXX.10 was based on the
calculation

SQR_CBC,, = 7.49255+ 0.28977* (0) —0.90730+ VISIT,,
+0.13703+SQ_VISIT,, —0.10034+ (0)
= 7.49255-0.90730* VISIT,, +0.13703+SQ_VISIT,,,

the line shown for this group in the graph above is based on the formula
SQR_CBC,, = 7.49255+ 0.28977 (0) - 0.90730* VISIT,,.

As a result, the predicted outcome shown in the graph for males at the end of the
study will be (0.13703)(9) =1.2333 units lower than reported in Table XXX.10.
This difference underlines the fact that care should be taken when selecting the
treatment for remaining predictors in the model. In this case, both SQ_VISIT and
GVISIT can assume the value of 0, and thus using the remaining predictors fixed at
zero option is permissible. In cases where predictors cannot assume a value of zero,
the better choice would be to fix remaining predictors at their mean values instead
when completing the Plot Equations for: dialog box.

Confidence intervals for random coefficients

The Confidence Intervals option on the File, Model-based Graphs menu provides the
option to display confidence intervals for the empirica Bayes estimates of the
random effects specified in a given model. This option is now used to examine the
confidence intervals of the random intercepts for the therapists, who represent the
highest level of the hierarchy in the current example.

Select the Confidence Intervals option on the File, Model-based Graphs menu to
activate the 95% Conf. Intervals for EB estimates dialog box. A simple graph of the
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confidence intervals for the empirical Bayes estimates of the intercepts at the
therapist level is obtained by selecting THERAPIST Intcept in the Predictor column
before clicking Plot. Note that it is also possble to select both a grouping and
marking variable to be used in the graph.

95% Conf. Intervals for EB Estimateéﬁf

List af Yariables

Mame |Predict0r| Group Mark =
1 [5ID Intcept r LI

2 |THERAPIST Intcept, v -

o o
Plat | Cancel

The graph obtained, as seen below, shows that, in general, the range of the
confidence intervals for the level-3 empirical Bayes estimates of the intercepts is
(-2 2). The deviations from the estimated population intercept over therapists are

also apparent. Each confidence interval is obtained using

Empirical Bayesr&idualsil.%\/var(Empirical Bayes residuals) .
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Figure XXX.28: 95% confidence intervals for level-3 units
Fit statistics

Recall that for the growth curve model the following indices were obtained:

0 Log Likelihood: -14946.6236
0 -2LogLikelihood (Deviance): 29893.2473
0 Akake's Information Criterion:  29905.2473
0 Schwarz'sBayesian Criterion:  29929.8492
0 Number of free parameters: 6

When the deviances of the two models are compared, a y*-statistic of 29893.2473
— 29882.6732 = 10.57 with 8 — 6 = 2 degrees of freedom is obtained. This indicates
that the current model fits the data better than the growth curve model. The AIC
decreased from 29905.2473 to 29898.6732, and also favors the use of the current
model. The SBC, however, increased slightly, from 29929.8492 to 29931.4757, and
thus favors the growth curve model previoudly fitted as the more parsimonious.

Note, however, that the changesin all three criteriaare rather small.
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1.4.45 Residuals
Residual plots

The Residuals option on the File, Model-based Graphs menu is used to examine the
residuals obtained for a fitted model. It is useful for examining the fit of the model,
and also as a check for possible distributional assumption violations. As residuas
are defined as the difference between the observed and predicted outcomes, trends
in residuals, for example over the course of a study in alongitudinal data set, may
indicate that an important predictor was not included in the model fitted to the data.

Select the Residuals option on the File, Model-based Graphs menu to activate the
Plot of Residuals diaog box. To smultaneously check for any differences in
residuals for the gender groups, select GENF as marking variable. Opt to create an
unstandardized plot of the residuas by selecting the Unstandardized Plot option
rather than the default Standardized Plot option. Click Plot.

Plot of Residuals

List of Wariables

Mame | Mark o
THER&RIST r |
=110} r
SOR_CEC r
CBCTOT B
Inteept I
SO_WISIT r
YISIT B
GEMF v
GYISIT B

-
" Standardized Plat
Mote: Only ane X wariable may be selectad
far marking
Plat | Cancel |

The graph below shows the residuals for the gender groups in the default colors of
blue and green. To make the distinction between the groups more clear, click on the
plotting symbol for the female group in the legend box.
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% Residuals marked by GENF

=10l x|
Residuals Plot
Genf
N=T127
Mean = -0.10308
* Males = 5.0.= 2.8017
=
]
o
]
2
a
-
® Females
]
-15
i z 4 [ E] 10 12 14

Lewvel-1 Predicted Value

Figure XXX.29: Level-1 residual plot by gender group

The Plot Parameters dialog box appears. Change the Shape of the symbol to "Up

Triangle," adjust the Size to 3 and change the display Color to black as shown
below. Click ok when done.

Plot Parameters

Tupe IScattered 'I 0
LINE ATTRIBUTES... |

[~ Filsrea [~ Spline

— Marker Attribute

Shape Im Calar
Size Iﬂ [~ Drop Line

Shle ¢ Full & Empty ¢ Emply + Dot

Cancel |
Data.. |
[~

— Bitmap/tetafile

Filename I _I
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Click on the symbol for the male group next, and change the parameters for this
group to those shown in the dialog box below. Click oK to return to the graphing
window.

Plot Parameters

Type IScattered 'l

LINE ATTRIBUTES.. | Cancel |
Data. |

[~ Fil&rea [ Spline

— Marker Attributes

Circle Color IBIack -]
Size |3 Vl [~ Drop Line

Style ¢ Full % Empty " Empty + Dot

— Bitmap/M etafile

Filename I _I

The final plot is shown below. The residuals are clustered reasonably symmetrically
around the O tick mark on the Y-axis, and no gender pattern can be discerned for the
larger residuals. A single residual, for a male respondent, has a value larger than 10.
This potential outlier can be identified using the Data option on the Plot Parameters
dialog box (see above).
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Figure XXX.30: Modified level-1 residual plot by gender group
1.4.5 Fitting arandom intercepts and slopes model
1.45.1 The model

The graphs obtained during the exploratory anaysis of the CBC data showed that the
change in total CBC score over the course of the study differed from patient to
patient. Because of this, the models fitted in Sections XXX.2 and XXX.3 allowed
for the intercepts to vary randomly at both patient and therapist level. In effect, we
assumed that each patient may have a different starting point. These models
indicated a statistically significant relationship between the observed CBC score and
the measurement occasion. To test whether there is significant variation in the way
individual patients scores change over the study period, a model in which both
intercepts and slopes of the predictor vISIT are allowed to vary randomly can be
used.

The model can be formulated as

SQR_CBC,, = B, + p, * GENF, + B, * VISIT,, + ,*SQ_VISIT,, + B, * GENF*VISIT,,
+(\/io+Vil*V|S|Tijk)+(Vijo+Vij1V|S|Tijk)+ij
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At level 2, two random coefficients are now included: v, represents the random
intercept and v;, the random coefficient for the slope of the predictor viSIT. The

random coefficients v, and v, serve the same purpose at level 3 (the therapist
level) of the model.

1.4.5.2 Setting up the analysis

Again, we use the SuperMix spreadsheet cbtot.ss3 and the model specification file
chtot.mum discussed in the previous example as the starting point. With the model
specification file open, click on the variables tab of the Model Setup window. Add
random coefficients for the predictor VISIT to levels 2 and 3 of the model by
checking the boxes next to these variables in the 2 and 3 column, as shown below.
Save the changes to the model specification file, using the File, Save option to
overwrite the previous specification file or the File, Save as option to assign a new
filename. Click Run on the Analysis menu to perform the analysis.

| 2 Model Setup _|o] =
s .

i LConfiguration  Wariables I§tarting Valuesl Eattemsl Advanced LinealTransfolms'

Available | E | 2 | 3 Explanatory ¥ aniables L-2 Random Effects
THERAPIST rrr SO_VISIT VISIT
SID - WISIT
SOR_CEC rr GENF
CBCTOT | r GWISIT
Intcept rrr
SO_WISIT i
WISIT [l |
GEMF M
GYISIT A IV Include Intercept
L-2 Random Effects
VISIT
¥ Include Intercept ¥ Include Intercept
Select the columnsz of the spreadsheet to be uzed as explanatony variables and random effects.
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1.4.5.3 Discussion of results

Partial output is given below. We focus on those parts of the output that differ from
the output obtained for the previous analysis, and conclude with a discussion of the
additional output files containing the empirical Bayes residuals.

Fixed effects results

The inclusion of random VISIT slopes at levels 2 and 3 of the hierarchy has very
little impact the estimated fixed coefficients. Results for the fixed part are shown
below.

Maximum likelihood estimates M

Variakle Estimate Std_Err. Z-walue p-value
intecept 7.47701 0.075a3 9852705 0. 00000
WISIT -0.30z81 0_0&EEZ -16.EZ6195 0_0oooo
20 _VISIT 0.13994 0.0LleL? 5.44575 0. 0oooo
GENF 0.z23E25 0.10515 Z.78141 0.00541
GVISIT -0.10z30 0.04105 -Z_49Fz8 0_01lzEe2

Log Likelihood = -142Z5_ 3011

-Z Log Likelihood (Deviance) = 296583 _E0ZZ

Akaike's Information Criterion = Z9EBE. E0ZE

Schwrarz's Bayesian Criterion = £9731.8060

Mumber of free parasmeters = 1z "

< >

Random effects results

Turning to the estimated coefficients in the random part of the model, we note a
change in the between measurement (level-1) variation, which has decreased from
2.33647 to 1.88939. This illustrates that the addition of a random coefficient at any
level of amodel can affect the random effect(s) at another level.
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At levels 2 and 3 we find evidence of significant variation in the vISIT slopes. While
not of the same magnitude as the intercept variation, it is clear that it is more
redlistic to allow the slopes to vary from patient to patient, and from therapist to
therapist, than to assume that the vISIT slope can be described adequately by a

VWariance/covariance components
Lewel 2 Estimate Etd_ Err Z-walue p-walue
intcept Sintcept 0.E52370 0.114322 L.14240 0. 00000
VISIT fintcept -0.032108 0.0z273 -l.08181 0.27934
VISIT FUIBIT 0.03889 0.01z30 799373 0.00z71
Lewel Z Estimate Scd.Err Z-walus p-walus
intecept fintcept 3.04381 0.1&8072 158.93748 0. 00000
VISIT fintcept -0.1l48% 0.04929 —Z. 32995 0.01921
VISIT SWISIT 0.238z23 0.0zZEE0D 9.324Z1g 0. 00000
Lewel 1 Estimate Btd. Err Z-wvalue p-value
intcept Sintcept 1.88339 0.04522 41, 23785 0. 00000

<

common fixed effect as was done in the previous model.

1.454

Interpreting the results

Fit statistics and ICC

Model fit

When the measures of fit are compared to those of the random-intercepts-only
model, it becomes clear that the current model fits the data better. Recall that for the

random intercepts model the following fit measures were obtai ned:

(0]

o O O

Log likelihood:

-2 log Likelihood (Deviance):
Akaike’s Information Criterion:
Schwarz’s Bayesian Criterion:
Number of free parameters:

-14941.3366
29882.6732
29898.6732
29931.4757
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While four more parameters had to be estimated in the random intercepts and slopes
model, the deviance decreased significantly. The y*-statistic for comparing these

models is 29882.6732 — 29658.6022 = 223.9185, with 4 degrees of freedom. The
improved fit of the current model is also clear from the other fit measures: both the
AlC and the sBC clearly favor the current model, and have decreased substantially
from those reported for the random-intercepts-only model.

Percentage variation explained

To take a closer look at the amount of variation explained at the levels of the
hierarchy, the total variation at each level has to be calculated. At level 3, we have
three variance/covariance components to take into account. Recall that the model

included two random effects, namely v, and v, (VISIT,, ) . The total variation at this
level follows as

Var (level —3) = var(v,, +v,,(VIST,))
= var(v,o) + var(v,, (VIS T, )) + cov(V,y, v, (VIS T, )
= var(vip) + (VISIT,,)? var(v,) + 2(VISIT,, ) cov(y,,, %)
=0.58870+0.03869(VISI T, )* — 2(0.03108)(VISIT,, )
= 0.58870+0.03869(VISI T, )* —0.06216(VISI T, )

At level 2, the total variation can be expressed in similar fashion as

Var (level —2) = var(u;, +u,, VIS T,,))
= var(u,,) + (VISIT, ) var(u,,) + 2VISI T, ) cov(u,,, Uy, )
=3.04361+0.23823(VISIT,, )* —0.2297(VISI T, )
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Thetotal variation in the model is

Total Var = var(level —1) + var(level — 2) + var(level —3)
=5.5217+0.27692(VI Sl'l'”.k)2 —0.29186(VISIT,,)

The variation at the higher levels and, consequently, the total variation are a
function of the measurement occasion, as represented by the predictor vISIT. For
example, at the start of the study we find that the total variation is equal to 5.5217,
with 0.58870 at level 3 and 3.04361 at level 2. This indicates that at the time of the
first visit,

0.58870
5.5217

%100 =10.66%

of thetotal variation explained by thismodel is at atherapist level. By the end of the
study, VISIT assumes avalue of 3, and thusthetotal variation is equal to 7.1384. The
total variation at the therapist level at the last measurement occasion is 0.75043, and
thus the percentage of variation at therapist level at the end of the study is

0.75043
7.1384

x100=10.51%.

At a patient level, the corresponding percentages of variation at the first and last
visit are

3.04361
5.5217

%100 = 55.12%.
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and

4.49858
7.1384

%100 = 63.02%

respectively. While the total variation explained at a therapist level declines over
vigits, there is an increase of approximately the same size in the total variation
explained at a patient level over visits. The variation over patients is consistently
much higher than over therapists or over measurements nested within patients.
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THISISINCOMPLETE STILL.
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